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Predhovor

Recenzovany nekonferencny zbornik vedeckych prac je jednym z vystupov rieSenia
projektu VVGS-2024-3421 s nazvom ,Modernizacia a racionalizacia uzemnej
samospravy prostriedkami AI“, ktory reaguje na aktualne vyzvy spojené s dynamickym
rozvojom umelej inteligencie a jej rasticim uplatnenim vo verejnom sektore. Zbornik je
zaroven tematicky previazany s Tyzdiom vedy a techniky na Slovensku, ktory bol’ v roku
2025 organizovany Katedrou ekonomiky a riadenia verejnej spravy, Fakulty verejnej spravy
v KoSiciach, zamerany na vyzvy, prilezitosti a rieSenia vyuzivania néstrojov umelej

inteligencie vo verejnej sprave.

Zbornik obsahuje 17 vedeckych prispevkov, ktoré sa v prevaznej miere orientuju na
problematiku mapovania nastrojov umelej inteligencie, ako aj na Al inovéacie a investicie do
novych procesov a spésobov myslenia vo verejnej sprave, legislativnych a etickych vyziev.
Autori sa vo svojich prispevkoch venuju nielen technologickym aspektom implementécie
Al, ale aj SirS§im spoloCenskym, pravnym, ekonomickym a etickym sutvislostiam, ktoré¢ si
vyuzivanie inteligentnych systémov vo verejnom sektore nevyhnutne vyzaduje. Stucast'ou
zbornika su aj prispevky zamerané na d’alSie aktudlne a perspektivne oblasti, ktoré reflektuji

potrebu hl'adania efektivnych rieSeni v prostredi modernej digitalnej verejnej spravy.

Obsahova Struktura zbornika vytvara priestor pre interdisciplindrny pohl'ad na moznosti
vyuzitia Al v oblasti riadenia a modernizacie verejnej spravy, digitalizadcie procesov a
automatizacie administrativy, pravnych aspektov vyuzivania umelej inteligencie, socidlnych
dopadov jej implementécie, ako aj jej vplyvu na doveru obCanov vo verejné instittcie.
Osobitna pozornost’ je venovana aplikacii Al v sektorovych verejnych politikach, ako su
doprava, zZivotné prostredie, bezpecnost’ ¢i kultara, a tiez buducim vyzvam spojenym s jej

systematickym zavadzanim do rozhodovacich procesov verejnej spravy.

Ciel'om recenzovaného vedeckého zbornika je vytvorit’ platformu pre vymenu poznatkov,

skusenosti a odbornych nazorov medzi predstavitemi akademickej obce a aplikacnej praxe,
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ako aj podporit’ odbornu diskusiu o determinantoch, rizikéch a prinosoch vyuzivania umelej
inteligencie v podmienkach verejnej spravy na Slovensku. Publikované prispevky zaroven
prispievaju k napliianiu vyskumnych cielov rieSeného projektu a vytvaraju vychodisko pre
dalsie vedecké skimanie v oblasti modernizacie a racionalizicie verejnej spravy

prostrednictvom digitalnych a inteligentnych technologii.

Vsetky prispevky zaradené do zbornika presli recenznym konanim, ktorého cielom bolo
objektivne posudit’ ich vedecku uroven, aktudlnost a prinos k rieSenej problematike.
Predpokladame, ze predkladany zbornik bude prinosny nielen pre odbornu a akademicku
verejnost’, ale aj pre zastupcov verejnej spravy, tvorcov verejnych politik a d’alSich aktérov,

ktori sa podiel’aju na formovani budicnosti verejného sektora v ére umelej inteligencie.

Editor



Uvod

Umelé inteligencia (Al) sa v sucasnosti stava jednym z klIi€ovych faktorov transforméacie
verejnej spravy a vyznamnym nastrojom jej modernizacie, racionalizdcie a zvySovania
vykonnosti. Jej rastiice uplatnenie vo verejnom sektore reflektuje potrebu reagovat na
komplexné spolocenské vyzvy, rastice oCakavania obCanov, ako aj na tlak na efektivne,
transparentné a udrzatel'né¢ fungovanie verejnych institacii. V tomto kontexte nadobuda
vyuzivanie umelej inteligencie osobitny vyznam najmé v prostredi izemnej samospravy,

ktora predstavuje najblizsi kontakt verejnej moci s obCanom.

Predkladany zbornik vedeckych prac tematicky nadvézuje na vystupy rieSenia projektu
VVGS-2024-3421 s nazvom ,Modernizacia a racionalizicia tizemnej samospravy
prostriedkami AI*“. Projekt vychddza z predpokladu, ze systematicka implementéacia Al
technologii moze vyznamne prispiet’ k optimalizdcii administrativnych postupov, k
zvySovaniu kvality rozhodovacich procesov a k zlepSeniu poskytovania verejnych sluzieb

na miestnej a regionalnej trovni.

Verejna sprava na Slovensku, a osobitne uzemnéa samosprava, dlhodobo celi problémom
spojenym s vysokou administrativnou zat'azou, obmedzenymi personadlnymi a finan¢nymi
zdrojmi, ako aj s nedostatoénym vyuzivanim dat pri strategickom rozhodovani. Umela
inteligencia ponuka nastroje, prostrednictvom ktorych je mozné racionalizovat’ vnutorné
procesy, automatizovat' rutinné administrativne cinnosti a podporit kvalifikované
rozhodovanie zaloZené na analyze vel’kych objemov dat. Tymto spésobom moze Al prispiet’
k efektivnejsiemu fungovaniu samospravnych organov a k lepsiemu napiianiu potrieb

obyvatel'ov.

Osobitny doraz v rdmci projektu VVGS-2024-3421 je kladeny na interdisciplinarny pristup
k problematike umelej inteligencie vo verejnej sprave. Implementacia Al si totiZ nevyzaduje
len technologické rieSenia, ale aj primerany legislativny ramec, zohladnenie etickych a
spolocenskych aspektov a rozvoj digitdlnych kompetencii zamestnancov verejnej spravy.
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Zodpovedné vyuzivanie umelej inteligencie musi reSpektovat’ principy transparentnosti,
ochrany osobnych udajov, rovnosti a zodpovednosti, ktoré su zdkladom demokratického

vykonu verejnej moci.

Buducnost’ fungovania verejnej spravy v Slovenskej republike je do znacnej miery
determinovana schopnostou verejnych inStitacii integrovat umelll inteligenciu do
existujiicich procesov strategickym a koncepnym spdsobom. Tento zbornik vedeckych
prac vytvara odborny ramec pre identifikaciu moznosti, limitov a rizik spojenych s
vyuzivanim Al v Uzemnej samosprave a Statnej sprave. Publikované prispevky tak
prispievaju nielen k rozvoju vedeckého poznania, ale aj k formovaniu praktickych

odportacani pre modernizaciu verejnej spravy v podmienkach Slovenskej republiky.

Umela inteligencia je v tomto kontexte chapana nielen ako technologicky nastroj, ale ako
strategicky prostriedok podporujici dlhodobu transforméciu verejnej spravy smerom k
efektivnejSiemu, transparentnejSiemu a obciansky orientovanému modelu spravy veci

verejnych.

Editor
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CITIZEN SCIENCE AKO NASTROJ ENVIROMENTALNEJ
POLITIKY V ERE UMELEJ INTELIGENCIE

Tomas STULLER

Abstrakt: Prispevok sa zaobera prepojenim umelej inteligencie, obcianskej participdcie a
citizen science v kontexte environmentdalnych politik. Teoreticka cast sa zameriava na
vymedzenie umelej inteligencie a jej sucasné moznosti vyuzitia, ako aj na ulohu modernych
digitalnych technologii pri podpore obcianskej participdcie v environmentalnej oblasti.
Nasledne je predstaveny koncept citizen science, jeho charakteristika a rastuci vyznam,
dokumentovany vyvojom angazovanosti verejnosti a narastom vedeckych publikacii v tejto
oblasti. Nasledne su analyzované vybrané projekty a mobilné aplikacie citizen science
zamerané na zber environmentalnych udajov, pricom je poukdzané na ich prinosy pri
vyuzivani umelej inteligencie a ich potencialny vplyv na tvorbu a implementdciu
environmentalnych politik. Clinok zdérazituje vyznam kombindcie umelej inteligencie a
participativnych pristupov pre rozhodovanie zalozené na datach v oblasti ochrany zZivotného
prostredia.

KTPuacové slova: participacia, umela inteligencia, citizen science

Abstract: This article examines the interconnection between artificial intelligence, citizen
participation, and citizen science in the context of environmental policies. The theoretical
section focuses on the definition of artificial intelligence and its current applications, as well
as on the role of modern digital technologies in supporting citizen participation in
environmental governance. Subsequently, the concept of citizen science is introduced,
including its key characteristics and growing importance, illustrated by trends in public
engagement and the increasing number of scientific publications in this field. The applied
part of the article analyzes selected citizen science projects and mobile applications aimed
at collecting environmental data, highlighting the benefits of using artificial intelligence,
particularly in large-scale data processing, data validation, and evidence-based decision-
making. The article emphasizes the potential of combining artificial intelligence with
participatory approaches to support the development, implementation, and evaluation of
environmental policies.

Key words: participation, artificial intelligence, citizen science



1 UVOD

V poslednych desatro¢iach dochadza k prehlbovaniu environmentalnych
problémov, ako su klimatickd zmena, strata biodiverzity, nedostatok vodnych zdrojov ¢i
znecistenie ovzdusia, ¢o vytvara rastuci tlak na verejné institicie pri tvorbe u¢innych a na
dokazoch zalozenych environmentalnych politik. Sticasne s tym prebieha dynamicky
technologicky rozvoj, ktory zasadnym spdsobom meni moznosti zberu, spracovania a
vyuzivania environmentalnych udajov v rozhodovacich procesoch. Jednym z klIai¢ovych
prvkov tejto transformdcie je umela inteligencia, ktord umoziuje analyzovat’ rozsiahle a
komplexné datové stbory a podporuje efektivnejsie, rychlejSie a presnejSie rozhodovanie.
Umeld inteligencia sa stdva vyznamnym ndstrojom sucasného environmentalneho riadenia,
pricom jej vyuzitie zahfila oblasti ako klimatické modelovanie, environmentalny
monitoring, systémy v€asného varovania ¢i hodnotenie verejnych politik. Efektivita tychto
pristupov je vSak do znacnej miery podmienena dostupnost'ou, kvalitou a priestorovym
pokrytim dat. Tradi¢né, prevazne centralizované formy zberu udajov pritom ¢asto nardzaju
na obmedzenia suvisiace s finanénymi nakladmi, technickymi kapacitami a
inStituciondlnymi zdrojmi. Popri technologickom pokroku rastie aj doraz na zapojenie
verejnosti do rozhodovacich procesov v oblasti ochrany zivotného prostredia. Obc¢ianska
participacia je Coraz CastejSie vnimana ako nevyhnutna sucast’ demokratického vladnutia,
ked’ze prispieva k zvySeniu transparentnosti, legitimity a dovery v environmentalne politiky.
Rozvoj digitalnych technologii zaroven vytvara nové moznosti zapojenia obcanov, ktori sa
mozu aktivne podiel’at’ na zbere tidajov, monitorovani environmentalnych javov a tvorbe
poznania. V tomto kontexte sa citizen science profiluje ako vyznamna forma
participativneho vyskumu, ktord prepaja odborny vedecky pristup s aktivnym zapojenim
verejnosti. V oblasti Zivotného prostredia nadobuda citizen science osobitny vyznam najmi
v pripadoch, kde su potrebné rozsiahle, dlhodobé a priestorovo rozptylené udaje.
Prostrednictvom mobilnych aplikacii, online platforiem a senzorovych technologii mézu
obCania prispievat k monitorovaniu biodiverzity, vodnych zdrojov, kvality ovzdusia,
fenologickych javov ¢i environmentalnych rizik. V kombinacii s ndstrojmi umelej
inteligencie je mozné tieto udaje efektivne validovat’, analyzovat’ a integrovat’ do vedeckych
a politickych ramcov. Ciel'om tohto prispevku je preto analyzovat ulohu umelej inteligencie
v projektoch citizen science a zhodnotit' jej prinos pre environmentalne politiky. Clanok
najprv predstavuje teoretické vychodiskd umelej inteligencie a obcianskej participacie v
kontexte modernych digitalnych technolégii, ndsledne sa venuje charakteristike citizen
science a jej vyvoju. V zdaverecnej Casti si analyzované vybrané projekty a aplikdcie
zamerané na zber environmentalnych tdajov, pricom je poukdzané na ich vyhody pri
vyuzivani umelej inteligencie a na ich potencidlny vplyv na tvorbu a implementéaciu
environmentalnych politik.
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2 PARTICIPACIA CITIZEN SCIENCE A UMELA INTELIGENCIA

Umeld inteligencia (Al) predstavuje interdisciplinarnu oblast’ informatiky a vedy,
ktora sa zaobera tvorbou systémov schopnych vykonavat’ tlohy, ktoré¢ vyzaduju inteligentné
spravanie (ucenie, planovanie ¢i rozhodovanie), aktoré su schopné sa autondémne
prisposobovat’ na zaklade skiisenosti. Ked'Zze sa jedna o interdisciplinarnu oblast’, okrem
informatiky, Al zahfna aj poznatky matematiky, logiky, filozofie ¢i jazykovedy (Rius, A.,
2023). Farkas (2024) vnima umelt inteligenciu ako vedecku disciplinu zamerant na rieSenie
rozmanitych problémovych oblasti pomocou vypoctovych metdd, ktoré napodobiiuju
Pudské postupy, pripadne ich prekonavaji vysSou alebo optimalnou efektivitou.
Technologie umelej inteligencie prindsaju tri zdkladné typy prinosov. V prvom rade
umoziuji 'udom zbavit’ sa rutinnych, hoci dolezitych a ¢asovo narocnych ¢innosti, ¢im im
uvolfiuju priestor na sustredenie sa na komplexnejsie a tvorivejsie tlohy. Dalej poskytuje
moznost’ ziskavat’ nové poznatky z rozsiahlych a neStrukturovanych datovych suborov,
ktoré by bolo inak vel'mi tazké alebo nemozné efektivne analyzovat. Napokon, umela
inteligencia dokaze prepdjat’ vypoctovy vykon tisicov pocitatov a d’alsich zdrojov s cielom
riesit’ mimoriadne zloZité problémy, ako st klimaticka kriza ¢i zhorSovanie stavu Zivotného
prostredia. Vd’aka tomu mé potenciél prispievat k rieSeniu zavaznych spolocenskych vyziev
a podporovat’ hl'adanie udrzatelnych a inovativnych rieSeni sicasnych problémov. (Sipola,
J., Saunila, M., Ukko, J., 2023) Umel4 inteligencia sa stala kI'i¢ovou v tsili o monitorovanie
zivotného prostredia, ktoré sa snazi zvysit’ objektivitu vysledkov. V monitorovani zivotného
prostredia sa Al uplatiuje v roznych oblastiach vratane predpovedania prirodnych katastrof,
monitorovania kvality ovzdu$ia a vody ¢i identifikacie znecCist'ujicich latok. (Olawade,
a kol. 2024) Pri rozvoji a za¢lenovani nastrojov umelej inteligencie do bezného Zivota sa
vSak vyndraju aj otazky etiky. Vyuzivanie Al mdze smerovat’ k serioznym etickym otdzkam,
ktoré si kladi zvySené naroky na pozornost’ zo strany vSetkych zGc€astnenych stran.
(Misinova, 2024) Eurdpska komisia (2019) pristpila k vypracovaniu etickych usmernent,
ktorych cielom je budovanie ddéveryhodnej umelej inteligencie. Podl'a usmerneni,
doveryhodna umeld inteligencia by mala byt

- zakonna — reSpektujuca vSetky platné zakony a nariadenia,
- eticka — reSpektujuca etické zasady a hodnoty,
- odolna — z technického aj socialneho hladiska.

Okrem toho, etické usmernenia obsahuju aj sedem kl'icovych poziadaviek, ktoré¢ by umela
inteligencia mala spifiat. Medzi nimi st napriklad potreba I'udskej ¢innosti a dohladu,
bezpecnosti a odolnosti, zabezpeCenie ochrany udajov a sukromia pouzivatelov,
transparentnost’ ¢i spolocensku a environmentalnu udrzatelnost, ateda, aby AI bola
prospesna nie len pre sucasné, ale aj pre budice generacie.
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Participacia obCanov predstavuje ucast’ verejnosti na rozhodovacich procesoch,
ktorych vysledky ovplyviiuji komunitu. Ide o $ir§i pojem nez len vol'by — zahtnia aj diskusiu,
pripomienkovanie, spolutiCast’ na tvorbe politik a ich monitorovani. Ob¢ianska participacia
je povazovana za zaklad demokracie, pretoze legitimizuje rozhodnutia a zvySuje ich kvalitu
tym, Ze zapaja rozne perspektivy. V environmentalnom kontexte je participacia kriticka,
pretoze environmentalne rozhodnutia su ¢asto komplexné a dopady zasahuju celé komunity.
Zapojenie ob¢anov prindSa cenné lokalne poznatky, ktoré zvySuju relevanciu politickych
rieSeni a podporuju socialnu aj environmentalnu spravodlivost’. (Mikova, K., Pauliniova, Z.,
2001) S rozvojom informacnych a komunikacnych technologii (IKT) sa rozvinul aj pojem
e-participacia. Ten predstavuje participaciu obcanov prostrednictvom digitalnych
platforiem, aplikécii a online mechanizmov. E-participidcia neznamena nahradit’ tradi¢né
formy dialogu, ale rozsirit’ priestor, v ktorom mozu obc¢ania interagovat’ s verejnou spravou
jednoduchsim a rychlej$im spésobom.

Digitalne nastroje umoznuji obanom:

ziskavat’ informéacie o rozhodovacich procesoch,

nahlasovat’ problémy alebo podnety,

komunikovat’ s iradmi,

vyjadrovat’ svoje priority cez online konzultacie alebo participativne hlasovania.

Tieto nastroje tym zvySuju pristupnost’ a inkluzivnost’ participacie, najmai pre skupiny, ktoré
maju obmedzené moznosti zicastiiovat’ sa tradicnych verejnych stretnuti. (Ministerstvo
vnutra SR, )

Na druhej strane, je nutné pripomenut’, ze napriek su¢asnému digitalnemu pokroku,
stale pretrvavaju vyrazné nerovnosti. Jedna sa o nerovnosti ako medzi jednotlivcami,
domdacnostami ¢i geografickymi oblastami. To vytvara priepasti, ktoré sa prejavuju
napriklad k nerovnému pristupu k IKT, digitalnej gramotnosti alebo schopnosti efektivneho
vyuzivania ponukanych digitdlnych nastrojov. V demokratickych spolo¢nostiach tieto
nerovnosti vedu k rozdielom v obc¢ianskej angazovanosti ¢i k obmedzovaniu schopnosti
niektorych skupin k plnohodnotnému zapdjaniu sa do digitdlnej verejnej spravy.
(Asimakopoulos, 2025)

Obcianska participacia moze prinasat’ prinosy tak ob¢anom, ako aj vladam. Nielenze
buduje doveru vo verejné institicie, ale ma potencial posiliiovania demokracie, ked’ze
umoziuje ob¢anom vyjadrit’ svoj ndzor k roznym politikam. Umela inteligencia umoziuje
nové¢ formy a kanaly interakcie medzi ob¢anmi a verejnymi institiciami. Schopnosti umele;j
inteligencie triedit’, filtrovat’ a sumarizovat’ obrovské mnozstvo dat znizuje bariéry a zvySuje
mieru transparentnosti. Staty mozu ob&anom priamo ponukat’ funkcie podporované umelou
inteligenciou, ktoré umoziuji obcanom ziskat' prehl'ad v Sirokom spektre dat (Eurdpska
komisia, 2025). V obdobi poslednej dekddy dochadza k prudkému rozvoju a rozsirovaniu

projektov podporovanych tzv. ob¢ianskou vedou, v origindly zndmou ako Citizen science
12



(graf. ¢1). Obcianska veda predstavuje zapojenie Sirokej verejnosti do zhromazd'ovania,
spracovania a analyzy vel'’kého mnozstva dat. Prave rozvoj nastrojov Al sposobil revoltciu
v obcCianskej vede, kde podstatnym spdsobom ulah¢il automatizaciu pracnych uloh, akymi
su klasifikacia ¢i validacia idajov. Obc¢ianska veda ma uplatnitelnost’ v Sirokej Skale oblasti
ako napriklad ekolodgia, ochrana biodiverzity, digitdlna sprava veci verejnych ¢i verejné
zdravie (graf ¢.2). (Germain, A., Zwitter A., Haleem, N., 2025)
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Graf ¢.1 Vyvoj poctu publikacii Citizen science indexovanych v databaze scopus
Zdroj: Vlastné spracovanie podl'a udajov OECD, 2025
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Graf ¢. 2 Pocet publikacii Citizen science podPa vedného odboru indexovanych
v databaze scopus
Vlastné spracovanie podla idajov OECD, 2025

Okrem rozvoja vedy, obCianska veda je dolezité aj pre tvorcov politik. Vyznamnym
sposobom prispieva k tvorbe vedomosti na miestnej, narodnej a medzindrodnej trovni.
Obcania sa podielaji na zhromazd’ovani a analyzovani udajov, formuluji vyskumné otazky
a dosahuju redlne dopady. V environmentalnej oblasti, ob¢ania sleduju biodiverzitu, kvalitu
ovzdusia ¢i znecistovanie vodnych tokov. Tym prispievaju ku kritickym siborom udajov,
ktoré informujii o environmentalnych politikach. Ugast ob&anov ma potencial zvysit
legitimitu a déveru vo vedu, politiku a politické rozhodnutia. Avsak, realizacia plného
potencialu obcianskej vedy si vyzaduje systémovi podporu. Tvorcovia politik musia
formalne uznat’ benefity obCianskej vedy a integrovat’ ju do tvorby politik. (OECD, 2025)

Na zéaklade vyssSie uvedenych skutoc¢nosti je mozné tvrdenie, ze obcianska veda
predstavuje vyznamny ndastroj prepajajuci vedecky vyskum, participaciu verejnosti
a vyuzivanie nastrojov modernych technolégii, vratane umelej inteligencie. Teoretické
vychodiska vSak nadobudaju svoj vyznam najmé v praktickej rovine, kde sa prejavuju
formou konkrétnych platforiem ¢i aplikdcii zameranych na zber a spracovanie
environmentalnych dat. Az to umoznuje aktivne zapojenie ob¢anov a poskytuje podklady
pre tvorbu environmentalnych politik. V nasledujucej Casti bude pozornost’ zamerana na
konkrétne priklady v praxi.

CrowdWater
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Aplikacia CrowdWater bola spustena v roku 2017. Cielom bolo vytvorenie néstroja
na zhromazd’ovanie hydrologickych informacii. Pouzivatelia aplikacie pozoruju premenné
suvisiace s vodou, akymi su hladiny riek a potokov, vlhkost’ pddy, stav docasnych potokov

¢i znecistenie odpadmi. V stcasnosti je mozné najst’ pouzivatel'ov aplikacie na kazdom
kontinente. Zozbierané data si vol'ne pristupné a umoznuji v redlnom case sledovat’ stav
viacerych ukazovatel'ov. Na obrazku ¢.1 sa nachadza topenie snehu a vytvorenie mokrade
v okoli Kosic. (CrawdWater, 2026)

: Hal < TRY
Obrazok 1: Topenie snehu a tvorba mokrade
Zdroj: CrowdWater, 2026

Naturkalender

Naturkalender, alebo prirodny kalendar, je raktsky projekt, ktory bol spusteny
v roku 2014. Verejnost’ mdze na mape, ktord pokryva cely svet zaznamenavat a pozorovat’
mnozstvo udajov z prirody, ako napriklad kvitnutie rastlin, plodenie, opadéavanie listov,
pozorovanie snehovej pokryvky, aktivity zvierat v prirode, ako je napriklad nédvrat vtactva
v jarnych mesiacoch, spravanie motyl'ov ¢i véiel. Vysledkom su databézy, ktoré umoznuju
vyskum klimatickych zmien ¢i ro¢nych obdobi na faunu a floru. Aplikacia pontika moznost’
aj na vzajomnu komunikaciu, ateda vytvara komunitu, ktora si vzdjomne vymiena
zaujimavé informécie. (Naturkalender, 2026)

spotFIRE

SpotFIRE je projekt zamerany na prevenciu vzniku lesnych poziarov a poziarov
v ndro¢nom teréne. Prostrednictvom mobilnej aplikdcie vyhodnocuje tdaje o suchych
lesnych porastoch, mapuje Sirenie uz existujucich poziarov, ich priebeh s cielom efektivne;j
predikcie a prevencii. Verejnost’ ma moznost’ zhromazd’'ovat’ udaje aj o lesnej vegetacii. Pri
uz prebiehajucich poziaroch prebieha aj posudenie vplyvu na zivotné prostredie a $kod.
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Ucelom je zlepSenie povedomia a zapdjanie verejnosti do ochrany pred nicivou silou
poziarov a implementaciu stratégii do manaZmentu poziarov. (Spotteron, 2026)

iNaturalist

Projekt iNaturalist je medzindrodny projekt zamerany na biodiverzitu. ZastreSuje
mnozstvo rozne orientovanych projektov. V podmienkach Slovenskej republiky je to projekt
zamerany na $tidie Biodiverzity Narodného parku Mal4 Fatra. Projekt spolupracuje so
Statnou ochranou prirody, kde spoloéne koordinuju aktivity v narodnom parku. Navstevnici
dokumentuju vyskyt vzacnych druhov rastlin ¢i chranenych zivocichov. Na obrazku €. 2 je
znazornena mapa Narodného parku Mald Fatra s vyzna¢enymi vyskytmi rastlin (zelené),
zivocichov (modré) ¢i hmyzu (ruzové) (INaturalist, 2026).
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Obriazok 2: Vyskyt rastlin, Zivofichov a hmyzu v Narodnom parku Mala Fatra
Zdroj: Inaturalist, 2026

Vsetky vysSSie spomenuti projekty vyuzivaji ndastroje umelej inteligencie na
overovanie a validaciu dat. Umeld inteligencia filtruje redlne data a obrazky od tych
falosnych. Vyhodnocuje urovne vodnych tokov, vytvéranie prediktivnych modelov ¢i
porovnavanie zozbieranych informdcii s meteorologickymi tidajmi. Podobne, menované
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projekty maju nezanedbatel'ny potencial pri tvorbe environmentalnych politik v oblastiach
ochrany prirody, prevencie ¢i znizovaniu dopadov environmentalnej krizy.

3 ZAVER

Predlozeny prispevok sa zameral na analyzu prepojenia umelej inteligencie,
obcCianskej participacie a citizen science v kontexte environmentalnych politik. Na zaklade
teoretickych vychodisk bolo poukazané na rastuci vyznam umelej inteligencie ako néstroja
na spracovanie rozsiahlych environmentéalnych dat a podporu rozhodovania zalozeného na
dokazoch. Zaroven bola zdoraznend uloha obc¢ianskej participacie ako neoddelitel'nej sucasti
moderného environmentalneho riadenia, ktord prispieva k zvySeniu transparentnosti,
legitimity a spolocenskej akceptacie environmentalnych politik. Analyza citizen science
projektov potvrdila, ze zapojenie verejnosti do zberu environmentalnych udajov predstavuje
efektivny spdsob, ako prekonat’ limity tradi¢nych foriem monitoringu zivotného prostredia.
Rastuci pocet projektov, uroven angazovanosti castnikov a narast vedeckych publikécii v
oblasti citizen science poukazuji na jej etablovanie ako relevantného vedeckého a
politického nastroja. V kombindcii s umelou inteligenciou je mozné tieto tidaje systematicky
validovat’, analyzovat a vyuZzivat pri tvorbe environmentalnych politik na roéznych
urovniach riadenia. Priklady vybranych aplikdcii a projektov zameranych na
environmentalny monitoring ukdzali, ze vyuZitie umelej inteligencie v citizen science
prinasa viaceré praktické vyhody, najmd v oblasti spracovania velkych objemov dat,
identifikécie priestorovych a Casovych trendov a podpory prediktivnych modelov. Tieto
nastroje maju potencidl vyznamne prispiet k tvorbe, implementacii a hodnoteniu
environmentalnych politik, najma v oblastiach adaptacie na klimatick zmenu, ochrany
biodiverzity, vodného hospodarstva a prevencie environmentalnych rizik. Na zdver mozno
konstatovat’, Ze prepojenie umelej inteligencie a citizen science predstavuje perspektivny
pristup k posilneniu environmentdlneho riadenia zalozeného na datach a participacii
verejnosti. Pre jeho efektivne uplatnenie je vSak nevyhnutné venovat’ pozornost aj otdzkam
kvality dat, etickych aspektov, ochrany stikromia a institucionalneho ukotvenia vysledkov
citizen science v rozhodovacich procesoch. Buduci vyskum by sa preto mal zamerat’ na
hlbsiu integraciu tychto nastrojov do verejnych politik a na hodnotenie ich dlhodobych
dopadov na udrzateI'né riadenie Zivotného prostredia.
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BARIERY VYUZIVANIA NASTROJOV UMELEJ INTELIGENCIE
VO VEREJNEJ SPRAVE

Darina KORENOVA

Abstrakt: Existencia a rychly vyvoj umelej inteligencie podnecuju na radikalnu zmenu vo
verejnej sprave. Umoznuje presnejsie politické rozhodovanie a efektivnejsie riadenie
spolocnosti. Umela inteligencia sa stava neoddelitelnou sucastou modernej spravy Statu.
I ked’ prinosy zo zavedenia ndstrojov umelej inteligencie su zrejmé, sprevadzaju ich casto
sklonované bariéry a rizika. Cielom prispevku je identifikovat’ hlavné faktory vplyvajuce na
zavedenie a vyuzivanie umelej inteligencie v praxi verejnej spravy na Slovensku. Na
zobrazenie faktorov je vyuzity globalny model procesov, ktorého silnou strankou je
komplexnost prezentovanych dat. Prispevok prindsa prehladné spracovanie faktorov do
Styroch oblasti Spravy Al vo verejnej sprave prepojenych vzajomnymi vizbami. V modeli su
identifikované v sucasnosti prioritné faktory za kazdu oblast. Ide najmd o konceptualny
a pravny ramec, budovanie infrastruktury, financovanie, vzdeldvanie a kyberneticku
bezpecnost.

KUlucové slova: nastroje umelej inteligencie, faktory, rizika, bariéry, verejnd sprava

Abstract: The existence and rapid development of artificial intelligence are driving radical
change in public administration. It enables more precise political decision-making and more
effective management of society. Artificial intelligence is becoming an integral part of
modern state administration. Although the benefits of introducing artificial intelligence tools
are evident, they are often accompanied by frequently mentioned barriers and risks. The
objective of this paper is to identify the primary factors influencing the implementation and
utilisation of artificial intelligence within the practice of public administration in Slovakia.

A global process model is used to illustrate the factors. Its main strength lies in the
comprehensiveness of the presented data. The paper provides a clear overview of the factors
in four areas of AI management in public administration, which are interconnected. The
model identifies the current priority factors for each area. These are mainly the conceptual
and legal framework, infrastructure development, financing, education, and cybersecurity.

Keywords: artificial intelligence tools, factors, risks, barriers, public administration
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Uvod

Umeléd inteligencia meni fungovanie kazdej organizicie arovnako zasahuje do
kazdodenného Zivota jednotlivcov. Jej aktivne pouZivanie nema byt prioritou optimalizéacie
fungovania organizdcii vyhradne podnikatel'ského sektora. Ocakdvania na nésledné
zefektivnenie procesov, dosiahnutie uspor arast spokojnosti zdkaznikov vyvstavaju v
sukromnom ale iverejnom sektore. Prirodzeny rozdiel medzi tymito sektormi sa
v niektorych oblastiach stale znizuje a tlak na vyuzivanie rovnakych néstrojov a pristupov
rastie. Priestor na implementaciu néstrojov umelej inteligencie je naprie¢ celou verejnou
spravou. Specifika fungovania verejnej spravy vsak eskaluji mozné bariéry a rizika
vyuzivania umelej inteligencie v praxi Statnych instittcii ale 1 orgdnov zemnej samospravy,
ktoré sa od sukromného sektora mozu lisit. Zamerom prispevku je identifikovat’ hlavné
faktory vplyvajuce na vyuzivanie umelej inteligencie v praxi verejnej spravy v kontexte
potencialnych bariér.

Umela inteligencia vo verejnej sprave na Slovensku

Pravny akt, ktory aktudlne upravuje problematiku umelej inteligencie na Slovensku je
nariadenie Eurépskeho parlamentu a Rady EU 2024/1689 z 13. 6. 2024. Tento akt (,, Akt
o umelej inteligencii“, skratka AIA) stanovuje harmonizované pravidlad v oblasti umelej
inteligencie a zarovel meni viaceré stvisiace pravne predpisy EU. Niektoré &asti Aktu
oumelej inteligencii si vyzaduju néarodnti implementaciu. K dnesnému dilu je
v podmienkach Slovenska v legislativnom konani navrh zakona o organizacii Statnej spravy
v oblasti umelej inteligencie a o zmene a doplneni niektorych zékonov a druhym predpisom
je navrh zdkona o sprave vybranych kategorii idajov verejného sektora a o doplneni zdkona
Narodnej rady Slovenskej republiky ¢. 145/1995 Z. z. o spravnych poplatkoch v zneni
neskorSich predpisov. Je dodlezité nepodcenit’ legislativne ukotvenie vyuzivania umelej
inteligencie, nakol'ko pravny rdmec moZze eliminovat' potencidlne rizikd a dopady na
spolo¢nost’.

Na Slovensku je orgdnom dohl'adu nad pouzivanim umelej inteligencie Ministerstvo
investicii, regionalneho rozvoja a informatizacie SR. Gesciu nad touto problematikou
(s uc¢innostou od 4. 7. 2025) ma splnomocnenec vlady SR pre umelu inteligenciu, ktorého
postavenie, posobnost’ a ulohy upravuje samostatny Statat. Ministerstvo vypracovalo Viziu
Al pre Slovensko (zastreSujucu vsSetky sektory) a vladda schvélila Narodnu koncepciu
informatizacie verejnej spravy, v ramci ktorej sa planuje napriklad vytvorenie Al asistentov
pre zivotné situacie (planované obdobie je 2026 — 2030). Vizia, ktord je v Stadiu
pripomienkovania vyusti do tvorby dlhodobej narodnej stratégie v tejto oblasti.
Z uvedeného je zrejmé, ze na Slovensku nastdva konceptudlny progres v danej oblasti, no je
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len na svojom zaciatku. Vyuzivanie nastrojov umelej inteligencie vo verejnej sprave bude
len také dobr¢, ako kvalitné prostredie a hranice mu stanovi dany Stat.

Ciel’ a metodologia

Hoci umeld inteligencia predstavuje rychlo sa $iriaci fenomén s potencialom zefektivnit
fungovanie spolo¢nosti, jej implementacia vo verejnej sprave naraza na vyrazné bariéry.
Vyskumnym problémom je kontrast medzi tlakom na technologické napredovanie
(vyplyvajucim zo strachu zo zaostdvania) a intenzivnou neistotou, ktora prameni z obav o
bezpecnost’ udajov a zmeny v zavedenych Struktirach verejnych institicii. DoterajSie
poznatky dostatocne nereflektuju, ktoré konkrétne faktory su klti€ovymi brzdami v
slovenskom kontexte, ¢o vedie k neefektivnemu vyuzivaniu dostupnych Al néstrojov.

Z uvedeného vyskumného problému vyplyva hlavna vyskumnd otdzka: ,,Aké kl'aCové
faktory a bariéry najvyraznejSie ovplyviiuju mieru a tspesnost’ vyuZzivania ndstrojov umelej
inteligencie v prostredi verejnej spravy?*

Ciel'om prispevku je identifikovat hlavné faktory vplyvajuce na zavedenie a vyuzivanie
umelej inteligencie v praxi verejnej spravy na Slovensku. Tieto faktory mozu pozitivne,
alebo negativne ovplyviiovat’ implementaciu nastrojov umelej inteligencie, ateda ide
o potencidlne akceleratory alebo bariéry implementédcie a uplatiovania Al vo verejnej
sprave na Slovensku.

Pre zobrazenie faktorov je vyuzity Globalny model procesov. Model prindsa abstraktny
interdisciplinarny pohl'ad na danu problematiku. Globalny model nezobrazuje skiimany jav
na uroven detailného pohladu. Staticky vizualizuje podstatné vstupy, vystupy, poziadavky
a ciele so zdmerom vytvorenia nad¢asového modelu (t. z. modelu, ktory nie je nachylny na
dynamické zmeny). K zostrojeniu modelu sa vyuZziva Eriksson - Penkerova notécia a je
vytvoreny prostrednictvom nastroja Microsoft Visio.

Zmyslom modelu je vytvorenie prehladného a komplexnejSieho pohl'adu na aspekty
ovplyviiujice zavedenie a uplatiiovanie nastrojov umelej inteligencie v praxi verejnej
spravy. Identifikované faktory su vysledkom obsahovej analyzy a néslednej generalizacie
informacii a dat zo strategickych dokumentov Slovenska, resp. EU. Model méze byt
prinosom pre odbornu diskusiu a voditkom pre tvorbu metodickych materidlov, stratégii
a ak¢énych planov.

Prinosy a bariéry vyuzivania Al z pohl’adu verejnej spravy

Moznosti prinosov umelej inteligencie vo verejnej sprave su Sirokospektralne
a v mnohych oblastiach revoluéné. Umeld inteligencia ma potencidl na zefektivnenie
procesov, zlepSenie politického rozhodovania pri tvorbe a vykone verejnych politik

a poskytovani personalizovanych verejnych sluzieb. Prinosom moézu byt inteligentné
22



chatboty, ktoré odpovedaju na kazdodenné otazky obCanov alebo internych zamestnancov,
algoritmy analyzujuce rozsiahle data a predikujuce budtce trendy ¢i generativne néstroje
tvoriace legislativne predpisy, zhrnutia textov & zapisy z porad a kontrol (Simko, Mesaréik
2024; Iders-Bankovs a kol. 2025; Gallego Corcoles 2023). Ocakéavana je uspora nakladov
v dosledku automatizacie procesov, zniZenie chybovosti anaopak zvySenie kvality
manazérskych rozhodnuti (CERAL 2023).

Rychlost vyvoja umelej inteligencie atlak plynaci zocakévani a poziadaviek
verejnosti prinaSa vznik potencidlnych rizik, resp. bariér. NajdiskutovanejSou je vyzva
zranitel'nosti systémov a nastrojov umelej inteligencie v oblasti kybernetickej bezpecnosti
(Hickok 2022).

Podl'a Vizie Al pre Slovensko (MIRRI SR a Splnomocnenec vlady SR pre umela
inteligenciu 2025) je pre uspesné vyuzivanie umelej inteligencie zasadné prekonat’ bariéry
v troch kl'ai€ovych oblastiach:

- InfraStruktara a data — Slovensko potrebuje spol'ahliva technickt infrastruktaru a

kvalitné data. Bariérou je roztrieStenost’ registrov, nedostatocna datova kapacita
a nutnost’ zabezpecenia U¢innej ochrany vyziadanych a zdiel'anych dat.

- Byrokracia aneefektivita procesov verejnej spravy — Dolezitou oblastou je

odstrafiovanie bariér automatizaciou administrativy.

- Vzdeldvanie a rozvoj talentu — Uspech zavedenia a vyuzivania umelej inteligencie
zavisi od l'udi. Slovensko musi mat’ digitalne kompetencie, aby obcCania a tiradnici
vedeli pouzivat’ nastroje umelej inteligencie bezpecne a efektivne.

Druhym strategickym dokumentom v podmienkach Slovenska je Narodna koncepcia
informatizécie verejnej spravy (Ministerstvo investicii, regiondlneho rozvoja a
informatizacie SR 2025). Koncepcia zdoraziiuje 3 piliere. Prvym je digitalna transformacia
procesov a kompetencii vo verejnej sprave pri plnom vyuziti digitdlnych technologii. Druhy
je fungovanie zalozené na datach, vratane ich vyuzitia na kvalitnejSie rozhodovanie,
personalizované digitalne sluzby a podporu umelej inteligencie vo verejnom zaujme.
Poslednym pilierom je otvoreny e-Government.

Europska komisia v Akénom plane pre kontinent umelej inteligencie (2025, ang. ,,The
Al Continent Action Plan®) stanovuje zakladné faktory ovplyviiujice vyuzivanie Al
v ¢lenskych krajinach EU. Ide o nasledovné faktory, ktorych nedostatoéné zvladnutie vedie
k bariéram a rizikam:

- infrastruktira pre data a superpocitace,
- dostupnost’ a kvalita dat,

- uroven Al zru¢nosti a talentov,

- pravidld regulécie Al,
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inovéacie a implementécia v klI'a¢ovych sektoroch.

Stratégia EU pre vyuzitie Al (Eurdpska komisia 2025, ang. ,,Apply AI Strategy™) doplia
vysSie uvedeny akény plan a identifikuje opatrenia, ktorymi sa ma predist’ nedostato¢nému

vyuzitiu transformac¢ného potencialu umelej inteligencie (a teda predist’ potencidlnym
bariéram). Obsahuje 3 Casti, a to:

Vlajkové sektorové iniciativy vratane cielenych opatreni na podporu zavadzania
umelej inteligencie v 10 kI'i¢ovych priemyselnych sektoroch a vo verejnom
sektore. Ide o sektory: zdravotnictvo a farmaceuticky priemysel, robotika, vyroba
a priemysel, obrana, bezpecnost a vesmir, mobilita a doprava, elektronické
komunikacie, energetika, klima a Zivotné prostredie, pol'nohospodarstvo, kulturne
a kreativne odvetvia. Pre verejny sektor stratégia planuje vytvorenie siboru Al
nastrojov ur¢enych pre verejnu spravu, zapracovanie Al do Eurdpskeho ramca
interoperability a budovanie systému podpory Al rieSeni pre vzdelavanie vo
verejnom sektore.

Podporné opatrenia a aktivity na zvysenie technologickej suverenity EU rie$enim
prierezovych vyziev v oblasti vyvoja a zavadzania umelej inteligencie. Stratégia
posiliiuje poziciu a ulohu eurdpskych centier digitdlnych inovécii. Stavaju sa
pristupovymi bodmi k inovaénému ekosystému umelej inteligencie v EU. Planuja
sa aj opatrenia na zabezpecenie pracovnej sily pripravenej na umelu inteligenciu.

Dolezitym prvkom je vytvorenie nového systému riadenia. Vznika koordina¢na
platforma Aliancia Apply Al, ktord spdja akademicka obec, sukromnych lidrov
v poskytovani umelej inteligencie a verejny sektor s cielom tvorby politik
reflektujicich na redlne potreby. Observatorium umelej inteligencie, Uzko
prepojené s Alianciou ma sledovat’ trendy v oblasti umelej inteligencie a hodnotit’
vplyv umelej inteligencie v konkrétnych sektoroch.

Uz prijaté, pripravované, resp. aktualizované strategické dokumenty na ndrodnej

1 medzinarodnej Urovni maji jeden spolo¢ny menovatel’, ktorym je snaha identifikovat

hlavné aspekty vyuzivania umelej inteligencie, ovplyviiujuce jej t€inné pdsobenie na pozicii
hnacej sily rozvoja spoloCnosti. Zamerom je preventivne posobit’ na pripadné bariéry
formulovanim konkrétnych postupov a opatreni v tejto oblasti.

Globalny model vyuZivania nastrojov Al vo verejnej sprave

Ciel'om prispevku je identifikovat’ hlavné faktory vplyvajlce na zavedenie a vyuzivanie

umelej inteligencie v praxi verejnej spravy na Slovensku. Tieto faktory nepdsobia izolovane,
ale ide o komplexny systém, kde jeden faktor ovplyviiuje druhy. Nedostatocna pozornost’
venovana jednému faktoru moéze viest k zrateniu celého systému. Z obsahového hl'adiska je
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mozné faktory rozdelit do Styroch oblasti. Ide o spravu pravneho prostredia (Al 1),
politického vplyvu (Al 2), ekonomickych moznosti (Al 3) a socialnej sféry (Al 4). Prvé
tri oblasti tvoria tvrdé faktory, ktoré¢ je mozné cielenymi zasahmi uCinnejSie ovplyvnit.
Sprava socialnej oblasti vyuzivania umelej inteligencie vo verejnej sprave sa meni najma po
naslednom pdsobeni ostatnych predmetnych oblasti a k zmene dochadza po dlhSom
¢asovom obdobi. Dominantné postavenie mé (Al 2) Riadenie politickej oblasti vyuZzivania
Al Disponuje determinujicou vézbou na ostatné spravy, pricom spétntl viazbu jej poskytuje
najma socidlna oblast’.

Obrazok 1 vizualizuje zostrojeny Globalny model spravy Al vo verejnej sprave.
V kazdej oblasti spravy su identifikované vstupy a vystupy, poziadavka a ciel’. Je potrebné
zdoraznit, ze dané vstupy a vystupy nie si pevne fixované na danu oblast. Su vSak
evidované tam, kde maju vicSinovy vplyv a postavenie, no tak ako bolo uvedené, cely model
je prepojeny. Vstupy a vystupy jednej oblasti mézu byt vstupmi, resp. vystupmi inej oblasti.
V modeli st za kazdi perspektivu zvyraznené klicové faktory, ktoré by mali byt
v aktualnych podmienkach prioritou. V Al 1 je to napriklad prijatie legislativy regulujtce;j
Al, dotvorenie ndrodnej stratégie umelej inteligencie, ¢i doraz na zmluvné vzt'ahu
s dodavatel'mi technickej infrastruktury. V Al 2 je podstatnd kyberneticka bezpecnost’ ¢i
informacné prepojenie institucii a organov verejnej spravy. Tato oblast’ sa vSak odvija od
samotnej politickej vole a c¢innosti zodpovednych orgédnov. Vyraznym limitom
implementécie a vyuZzivania umelej inteligencie st rozpoctové obmedzenia naprie¢ celou
verejnou spravou. V Al 3 je preto v sucasnosti dolezitd orienticia na Siroké spektrum
potenciadlnych uspor (Casovych, finan¢nych, materidlnych, persondlnych apod.)
a kapitalové investicie. Al 4 je reprezentovana spokojnostou klientov verejnej spravy
s dorazom na vzdelavanie (od Skoleni manaZérov a zamestnancov vo verejnej sprave,
informacnych kampani, rekvalifikaénych kurzov az po vSeobecnu digitdlnu gramotnost’
obyvatel’stva).

25



.._ niopydepe nysuagojods eu eyARpRIZOJ A
qarzns ® T19UI)SIXD eNfeuT
souarznpjup| o erwopasod i OMSIDIUIZRY g oa vrymyy :
psounaz |° £ : aufeoog qaiznys yofulazea
‘ 2ruaska it 1 - pugeziuedio ST pOdSO t ol
foazol & L s POANEATSZOON gpodsoy Qaizn[s BIUAAUZaGRZ OYIUAI3JD BYARPRIZO]
JUBABPPZA T . = Hrsuagoy m14 ) Amppng yoAuleran ANeay
P e 5 oo Yo Aopjaload || euewZ 1SB1 & AOPE[YRU ARG eH
2| candfi> —— nopuLIoful d nYHUYR)
SugeuLIOjUT Ayoruyoay ! gyt A atueAoIURUL] dudzIuZ wit Kperas
mo:mmxzvalAA:&_.cv <andinos> -0329pap AA_:_ uE>> oy g.mw u ﬂ PEEN
<<andutz e L%WHMHD ansaau <cquos nd npis nuaodead
1> i o> andutss =
asoufoods fe—— - cndino.. P e orgndey W : <eandie] nuRAOYITEAY
[V BIUBAIZIAA ndug~ 13 Aosound il BIURAIZNAA eu ApepEN
nse|qo [aupersos —" 3 4 <<ndinos. v v : Al ¢
candinos= : R CUBIISK ! < T IO
rons| _| awpery 5 1V J S mswca_u_wmm: _|R=._=u.“_c,\8 .awﬁmu.wﬁ..%_mv_ 8
BURIYD, r y S [ ueld
o _ A X <enduss v AR AA.:Qq.m_.v:v: candinoss Aﬁ:mc_*v
nsoA0qAyd - = candino-~ Saﬂnﬁ.___.n-___vv <|ndut=>—rpuRwE LEIUEIEN _AQ no>> | n4
swezuz _n <andino=> A f<andur- aweAIZnAA [ Condingss| o indinoss. - M;Ah_zn:_v Apuog
ndynos: > / G ]
<<ndinozs @ eyng _LAA:R_:__\ > Londurss 10dpO o_._)“_v__w.._m o canduis BIUIZPIUIO
Aqzns nsouojods <dindui FIPER Kub1o AR | anopodzoy
QUEAOZI[BUOSI] B1RAQd AuOBNS <<ndur>: fuwonng A o -
el > : : JaH K
TUIZpno SA OA Aazngs pufoao aueAOYO[E
R Jsouforan| 7T soudoyos d
>H_H~=_m AvenjoIkq putogpo | /ElIPMEALQO|  azeuTwY n.””_a>”uuuxw= aovad yn .uﬂu:m _EM_:S_ b__.abw © Augd
ulalaa auazIuZ . feueqQ) | roueusowey REARUNAO |y Adpda | SIS UIUSIALL
argfouprea : EYOIUOUOY
r
aapids duloran oyf
\ IV eandg [
| tueseu v eluagadzaqez wlsks v nogndar nuaeid nuAyaje BU BYARPRIZOJ A
Auxajdwoy vu eyaepRIZO]
LV pseqo
: ™ — PP unuiY
aweziensip | psoupadzaq o d vjoa | epuade WGBS | & sowogz AP0
AOWRISAS |« 1OUPANSOX = WAWWIA0T- Jawel Ayqaae g
QIRZIUONINR[2 | [9I1dUIdqAY d Yoo | Bupndiq T T - UIAEN o uoyez
A0 | piodpog | maadpag | S A0S —— PRI | | Auapad Suurany —_— -
oAuIapOuI BIORZIUISpOIN wiIqes xqznps fopum <<Aiddnfs=-> anguds
—— T epnog aufaiap e1dneys Tﬂban__zu_»‘ [aula1an oa
T T n—_— BUpPOIE S © uoxe
1Zpatw A0Y0) PR | candurs PIdS TOTSTSR FUPOIEN <<Alddng<feAiddns il 4
yoiugenioyu ¢ © Awfngz | sanznIozey axd saures nsoupadzaq
r.-...:u " ! LE A:.n:_w_..a_ i Aprporaw <<[B0T>> [a3219u13AY
<< B _|
Lwaedpod <<[POR>> 2 ' eIoe0IAg Aujoupa, A1ddns: © uoxez
aruagadzaqez [ v B +:_ <<andut>> < mdinos-
g AA_)Bz[ovaA_:&:ov ﬁ vIuBAIZNAA _ 7 AugSio ! ¥ AA_HH_A_“HW_.EV IV BIUBAIZNAA noxqoun Apoyz
omEeAy . <ndino 7 IV BIUSARZ <<anduy . TWLJIBABPOP | <andinos: nse[qo fouapid Jueaozpnsod
~andin < nsejqo [pnijod ujonuUO . T | 0 uoye
A i candus: s fAnuiz aapeny i1 [V M8z
Kqzn[s sularon _ _ amapery (7 1V L Sh i ' el - S>3,
pmuaredsuen «— | _ candmoma<<mdinos>=, M_w%_ “_v atmnsul Kanesidag <<dnos= A Aofepn
B 2WIEAY] | <amdinos _ BIOPZIPAON ofuqoso
” - ceklddns:. v
na <<ndinp>> Awziueydau 4 [ L e 174
oumr A e _ <anding> vc_m.:” - <andut>> <qnd Aolepn V Jse[qo VIV)_|, | .
wopidnjodg <<amdinos> <andut. yp£uqoso wan(ningaa oy | T PY N — s 2ad
) ’ o i ez
“1os yupod wnnnge <<andugs e SAIFHR V 1se|qo A S= e 4 &
- I 19
ueodmsez |3 RITURERT ) | BU peif) puupn v pmeld AR nsougadzaq SA
: * AN <anduts i N apgzRewIOU]
os eapadnjo A TV B0 WOPEI0 7 v 2ad Ayuapu delug e Y| epdasuoy
nuawzeuew | s pnupoyzos | BHUSIANS WUS BPRIA _.‘ uS Apeja v euposeN
AIUBAOPOYZOI qjod e150jouya | B ASUN | rrd I _ 141so 1ds HM g 898 ¥dao
SUAID aurwifig amiznAA ad (| /zzoz N3
N4 e13aeng | ejuapepen |

26



Obrazok 1: Globalny model spravy Al vo verejnej sprave
Zdroj: vlastné spracovanie, 2026

Zaver

Cielom prispevku bolo identifikovat hlavné faktory vplyvajice na zavedenie a
vyuzivanie umelej inteligencie v praxi verejnej spravy na Slovensku. Na zéklade
zostrojené¢ho globalneho modelu za hlavné vyzvy v oblasti umelej inteligencie mozno
povazovat’ otazky suvisiace s kybernetickou bezpecnostou, finanénymi poziadavkami na
moderné a kvalitné Al rieSenia, Sirenim osvety v predmetnej oblasti a podporou generacne
cieleného vzdeldvania ¢i U¢innym pravnym a koncepénym ukotvenim. Nakol'ko ide
o zasadny optimalizatny prvok zasahujuci multisektorové poOsobenie verejnej spravy,
vyuzivanie umelej inteligencie sa musi opierat o Siroka diskusiu s odbornou
verejnost'ou, medzinarodna spolupracu a Cerpat’ zo skusenosti slovenskych i zahrani¢nych
partnerov a prikladov dobrej praxe. Vo verejnej sprave pritomny rezortizmus je potrebné
cielene koordinovat’ prostrednictvom centralneho riadenia (v podmienkach Slovenska ide
o ustredné¢ riadenie z Ministerstva investicii, regiondlneho rozvoja a informatizicie
Slovenskej republiky). Hladanie relevantnych Al rieSeni sa stava pre vSetky urovne verejnej
spravy cyklicky proces podporujuci jej neustale napredovanie. Je teda dolezité permanentne
sledovat’ vyvoj v tejto oblasti a neustale sa mu flexibilne prispdsobovat’.

Prispevok vznikol ako vystup projektu VEGA ¢. 1/0265/25 Modernizdcia financného systému
miestnej uzemnej samospravy na Slovensku.
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THE EFFECT OF AI AND INTELLECTUAL CAPITAL ON
REGIONAL GDP: IMPLICATIONS FOR PUBLIC
ADMINISTRATION

Jana BUDOVA, Nataliia SLYVKANYCH, Darya DANCAKOVA, Maksym MYKHEI

Abstrakt: Digitdlna transformacia a umela inteligencia predstavuju vyznamnu vyzvu pre
verejnu spravu, kedZe ovplyviuju regionalnu konkurencieschopnost, trh prace aj potrebu
modernizdcie verejnych politik. Tato Studia analyzuje vztah medzi vyuzivanim technologii
Al uroviou intelektudlneho kapitalu a ekonomickou vykonnostou slovenskych regionov na
urovni NUTS 2. Empirickad analyza vyuziva panelovy model s regionalnymi fixnymi efektmi,
ktory umoznuje identifikovat, do akej miery je uroveir HDPpc spojend s mierou vyuzivania
umelej inteligencie v podnikoch a s intelektualnym kapitalom, pricom model zah¥na aj mieru
nezamestnanosti ako kontrolnii premennu. Vysledky ukazuju, Ze vyssia miera vyuzivania Al
aj vssi intelektualny kapital su Statisticky vyznamne a pozitivne spojené s ekonomickou
vwkonnostou regionov, zatial ¢o nezamestnanost md negativny vztah k HDPpc. Tieto
zistenia potvrdzuju, Ze technologicka pripravenost podnikov a uroven intelektudlneho
kapitalu su dolezitymi predpokladmi regionalneho hospodarskeho vykonu, co podciarkuje
ich vyznam aj pre strategické rozhodovanie verejnej spravy.

KUlucové slova: verejna sprava, HDP, Al, intelektualny kapital

Abstract: Digital transformation and artificial intelligence represent a significant
challenge for public administration, as they influence regional competitiveness, labour-
market dynamics and the need for modernising public policies. This study examines the
relationship between the use of Al technologies, the level of intellectual capital, and the
economic performance of Slovak regions at the NUTS 2 level. The empirical analysis
employs a panel model with region fixed effects, which makes it possible to identify the extent
to which GDPpc is associated with the degree of Al adoption in enterprises and with
intellectual capital, while also incorporating the unemployment rate as a control variable.
The results indicate that both higher Al utilisation and higher intellectual capital are
statistically significant and positively related to regional economic performance, whereas
unemployment shows a negative association with GDPpc. These findings confirm that
technological readiness of enterprises and the level of intellectual capital are important
determinants of regional economic outcomes, which underscores their relevance for
strategic decision-making in public administration.

Keywords: public administration, GDP, Al, intellectual capital
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INTRODUCTION

Digital transformation and the rapid advancement of artificial intelligence (Al) are
pivotal factors influencing regional competitiveness, labour dynamics, and the
modernisation of the public sector. As a versatile technology, Al holds substantial potential
to boost productivity and economic outcomes through enhanced efficiency, the development
of new production methodologies, and data-driven decision-making (Filippucci et al., 2021).
Macro-level analyses indicate that Al can contribute to sustained GDP growth, although
benefits vary across regions based on technological preparedness and institutional capacity
(Gondauri, 2024; Misch et al., 2025).

Concurrently, intellectual capital—including human, structural, and relational
knowledge assets—remains essential to regional development. Extensive literature
demonstrates that regions with higher levels of intellectual capital tend to exhibit greater
innovation, stronger absorptive capacity, and more robust economic growth (Gashe et al.,
2024; Toma & Laurens, 2024; Martinidis et al., 2021). Intellectual capital provides the
foundation enabling organisations and institutions to effectively adopt and implement
advanced technologies like Al The interplay between Al utilisation and intellectual capital
is thus increasingly vital for understanding regional economic trajectories. Regions equipped
with skilled labour, strong institutional frameworks, and knowledge-intensive infrastructure
are better positioned to integrate Al into economic activities, whereas regions lacking these
capabilities risk widening disparities (Filippucci et al., 2021).

This issue is especially relevant for Central and Eastern Europe, where differences in
digital maturity and knowledge resources remain prominent. In the context of public
administration, Al offers both opportunities and strategic governance challenges. Literature
emphasises that Al can support transformation in the public sector through improved
analytics, streamlined administrative processes, and enhanced policy formulation (Criado et
al., 2025; Zuiderwijk et al., 2021). Achieving these benefits, however, requires institutional
readiness, proactive strategies, and sustained investment in human capital.

This study investigates the relationship between Al deployment, intellectual capital,
and regional economic performance in Slovakia, focusing on NUTS 2 regions. Using a panel
model with region-specific effects, it examines how GDP per capita relates to enterprise-
level Al adoption and intellectual capital, controlling for unemployment. Due to the limited
availability of regional-level data on the use of Al in the public sector, Al adoption in the
business sector is used in this study as a proxy variable for the technological and digital
readiness of regions. This readiness is, in turn, a key prerequisite for the ability of public
administration to effectively implement digital and innovative solutions. Findings indicate
that both Al utilisation and intellectual capital have significant positive impacts on regional
economic performance, while unemployment negatively correlates with GDP per capita. By
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providing empirical evidence from a rapidly evolving European economy, the research
underscores the importance of enhancing technological capacity and knowledge resources
in strategic public administration. The results suggest that Al adoption alone is insufficient
without complementary enhancements in intellectual capital; together, these factors are
critical drivers of sustainable and competitive regional development.

Theoretical framework and literature review

Artificial intelligence (Al) is increasingly acknowledged as a versatile technology with
profound effects on productivity and regional economic growth. By automating routine
activities, enhancing analytical capabilities, and fostering innovation in both businesses and
public institutions, Al boosts efficiency. Filippucci et al. (2021) note that regions with
advanced technological infrastructure and higher AI adoption experience more rapid
increases in productivity and GDP per capita.

However, the economic benefits of Al are not evenly distributed across regions. Misch
et al. (2025) find that in Europe, Al's advantages depend heavily on factors like institutional
quality, digital infrastructure, and the skill levels of the workforce. Similarly, Acemoglu and
Johnson (2023) warn that while Al can enhance overall productivity, its positive impact is
uneven without sufficient human capital and complementary resources. These findings
highlight that just adopting Al is not enough; the ability to effectively integrate it within
organisational processes is crucial for shaping its economic effects at the regional level.

Intellectual capital (IC) — which includes human, structural, and relational components
— is fundamental for regional competitiveness. Human capital drives skills development
and innovation, structural capital supports organisational learning and knowledge
management, and relational capital promotes collaboration and knowledge sharing. In
regional development, IC helps territories absorb technological advances and transform
them into economic growth.

Research consistently links intellectual capital with stronger innovation and economic
performance. Martinidis et al. (2021) show that European regions rich in knowledge assets
tend to have higher innovation rates and more resilient economies. Gashe et al. (2024)
emphasise the role of structural and human capital in boosting a region’s ability to adopt
advanced technologies like Al. Additionally, Toma & Laurens (2024) find that relational
capital through networks and partnerships accelerates knowledge diffusion and enhances the
economic benefits of technology adoption. Thus, intellectual capital not only directly drives
innovation but also influences how regions capitalise on emerging technologies.

The use of Al in public administration adds complexity. As Al increasingly supports
public services, urban planning, and policy-making, the capacity of public organisations to
manage knowledge and learn becomes essential. Zuiderwijk et al. (2021) argue that without
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sufficient intellectual capital in the public sector, Al may be underused or misaligned with
regional development goals.

Recent studies also point out how public administration shapes the environment for
digital transformation. Criado et al. (2025) highlight that digital readiness in the public sector
is crucial for effectively using Al in governance and regional policy. In this context,
intellectual capital within institutions and regional ecosystems directly interacts with Al
adoption to influence development outcomes.

Al adoption and intellectual capital together determine regional economic success.
While Al offers new technological possibilities, intellectual capital enables regions to absorb
and make the most of these opportunities. Regions with skilled workers, strong
organisational structures, and collaborative networks translate Al adoption into greater
productivity and GDP per capita growth. In contrast, lacking intellectual capital hampers
technology uptake and weakens policy responses in public administration. These insights
form the basis for analysing how Al intellectual capital, and labour-market factors together
affect GDP per capita in Slovak NUTS 2 regions.

METHODOLOGY

The aim of this study is to analyse the relationship between the use of Al technologies,
intellectual capital, and the economic performance of Slovak regions at the NUTS 2 level.
The study examines the extent to which changes in digital transformation and in the level of
intellectual capital are associated with changes in regional economic performance.

The empirical analysis is based on a panel model with region fixed effects, which makes
it possible to identify relationships between the variables while accounting for unobserved
and time-invariant characteristics specific to each region. The model also includes a control
variable — the unemployment rate — reflecting conditions in regional labour markets.

The study addresses two research questions:

RQI1: Is the degree of artificial intelligence adoption in the regions of the Slovak
Republic associated with changes in their economic performance?

RQ2: What is the relationship between the level of intellectual capital and the economic
performance of regions at the NUTS 2 level?

The existing literature focuses primarily on the traditional determinants of regional
growth, such as GDP per capita, labour productivity, innovation, and human capital. In the
Slovak context, however, only a limited number of empirical studies examine the adoption
of artificial intelligence at the regional level or its relationship with economic performance.
Even less attention has been paid to the combined effect of Al and intellectual capital.

This study addresses the identified research gaps by:
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* combining Al adoption and intellectual capital as key determinants of regional
economic performance;

* estimating their relationship using a panel model with region fixed effects;

* providing an interpretation of the results from the perspective of public policy and
public administration.

Digital transformation can influence the economic performance of regions in several
ways. If firms within a region make greater use of artificial intelligence technologies, this
may lead to higher productivity and, consequently, faster GDP growth. Similarly, higher
intellectual capital — particularly a greater share of a highly skilled workforce — can enhance
firms’ ability to adopt digital technologies effectively, thereby supporting economic
performance. These mechanisms are important for public administration, as differences in
regions’ capacity to utilise Al and to work with a qualified labour force may affect their
economic growth, and thus their tax-raising capacity and ability to finance public services.
An analysis of the effects of Al adoption and intellectual capital on GDP per capita therefore
provides public authorities with relevant information on which factors support regional
economic performance and where targeted public intervention may be required.

The variables used in the analysis include:

» Al: the share of enterprises using artificial intelligence technologies, by NACE Rev.
2 activity and NUTS 2 region (percentage of enterprises);

* GDP per capita: gross domestic product per inhabitant in current prices (PPS);

* IC: the capacity of intellectual capital (synthetic index) calculated as follows:

n
1 !
IC=—E X]
n.
=1

, X; — min(X)
i = max(X) — min (X)

X; are Research and Development expenditures per capita; Researchers per
thousand of employed population

(1)

where:

* unemployment: the unemployment rate (percentage).
Model specification:
GDPye = Bo + B1Ali + BolCip + B3Ui + i + & (2
Where GDP;;denotes the economic performance of region i in year t; Al;; is the degree
of artificial intelligence adoption; IC;; represents intellectual capital capacity; U;; is the

unemployment rate (control variable); y; is the region-specific fixed effect; and ¢;; is the
error term.
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The parameter f; captures the relationship between Al adoption and the economic
performance of regions. A positive value of ; would indicate that a higher level of Al use
is associated with higher GDP per capita. The parameter [, reflects the effect of intellectual
capital; a positive coefficient would support the assumption that regions with a higher level
of intellectual capital achieve higher economic performance.

Results and Discussion

The panel estimation presented in Table 1 indicates that systematic relationships exist
between the adoption of artificial intelligence, intellectual capital, and economic
performance, and that these relationships are statistically significant and economically
meaningful. All coefficients display empirically consistent signs and suggest that regional
differences in technological advancement and human-capital endowment translate into
differences in economic outcomes.

The coefficient on the Al variable is positive and significant at the 1% level, indicating
that regions with a higher share of enterprises using artificial intelligence technologies
exhibit stronger economic performance. In the context of the Slovak regional economy, it is
likely that Al adoption is concentrated in areas with a greater presence of technologically
intensive industries and services, which is reflected in the higher GDP per capita observed
in these regions. From the perspective of public administration, the positive effect of Al is
particularly important, as it suggests that technologically advanced regions are likely to grow
economically at a faster pace than regions with lower levels of digitalisation. This implies
that differences in Al adoption may gradually translate into disparities in tax revenues,
investment capacity and the ability to finance local public services. For fiscal policy, this
represents a challenge in the form of a widening gap between “technological leaders” and
“digital laggards” among regions.

The positive and statistically significant relationship between intellectual capital and
economic performance indicates that the qualification structure of the workforce is one of
the key determinants of regional economic outcomes. A higher share of skilled workers
enhances firms’ ability to implement advanced technologies, adopt innovative practices and
adapt to technological change. This finding further supports the notion that human capital
not only directly contributes to labour productivity, but also constitutes a prerequisite for the
effective utilisation of artificial intelligence technologies. In regions with lower skill levels,
the adoption of digital technologies may be slower, less efficient or insufficiently
widespread, thereby weakening their contribution to overall economic performance. The
importance of intellectual capital also suggests that regions with a higher concentration of
skilled labour possess a greater capacity to absorb public investment, innovation
programmes and state support mechanisms. Conversely, regions with low levels of
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intellectual capital may exhibit weaker returns on public investments in digitalisation,
creating the need for targeted regional policies focused on education, retraining and talent
attraction. From the perspective of public administration, this represents a fundamental
challenge: unevenly distributed human capital can hinder the overall effectiveness of
digitalisation strategies and reinforce regional polarisation.

The negative coefficient on unemployment confirms that weaker regional labour
markets are associated with lower GDP per capita. This result is consistent with economic
literature, which emphasises that economies with higher unemployment are less capable of
absorbing technological innovations and converting them into productivity growth. For
public administration, this implies that fiscal interventions focused solely on supporting
technological innovation may not be effective in regions where the labour market exhibits
structural weaknesses. A coordinated approach is therefore required, combining regional
policy, active labour market measures and investment in human capital — otherwise,
disparities between regions may continue to widen.

Table 1: Drivers of regional economic performance relevant to public administration
Independent variables

Al Intellectual capital IUnemployment
Estimate [p-value Estimate |p-value Estimate [|p-value
0.00867 10.00295 ** 0.00559 0.02381 * }-0.08172 0.00207 **

Note: **; * denote statistical significance at the 1 % and 5 % levels.

IGDPrc

Source: own calculations

The visual comparison of regional data on Al adoption in Figure 1 supports the
interpretation that technological dynamism is not evenly distributed across Slovak regions.
The increase in Al use is most pronounced in the Bratislava Region and, to a lesser extent,
in Western Slovakia, suggesting that technologically advanced regions are maintaining their
lead, while Central Slovakia and Eastern Slovakia exhibit only minimal change. This uneven
pattern is important for interpreting the regression results: the economic benefits of Al in
practice tend to concentrate in regions that already possess sufficient human capital and an
industrial structure conducive to the implementation of digital technologies.

For public administration, it is crucial that regional differences in Al adoption are
not random, but systematically reflect differences in educational attainment, economic
diversification and innovation capacity. Without targeted intervention, a process of
“technological clustering” may occur, whereby modern technologies become increasingly
concentrated in already developed regions, further strengthening their economic dominance.
Such developments have significant implications for fiscal policy and for the strategic
planning of public investment.
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Figure 1: Change in Al adoption across Slovak NUTS 2 regions

Source: own processing

The comparison of Intellectual Capital capacity across Slovak NUTS 2 regions for
2023 and 2024 (see Figure 2) highlights notable territorial differences that affect each
region’s ability to adopt and utilise artificial intelligence technologies. Bratislava Region
stands out prominently, with IC capacity values near the top of the scale in both years. This
concentration of human capital, innovation infrastructure, and organisational expertise
makes Bratislava the leading Al readiness centre in Slovakia. Its high IC level indicates
favourable conditions for Al integration, experimentation, and innovation spread, supported
by a strong labour market, research institutions, and digital ecosystems. Conversely, West
Slovakia shows moderate but steady IC capacity, suggesting potential for incremental Al
adoption. While not a major driver of Al innovation, it has enough absorptive capacity to
adopt Al solutions from elsewhere, especially through industrial modernisation and spillover
effects from Bratislava. Central and East Slovakia have significantly lower IC capacity with
only minor improvements over time. These regions face structural challenges in human
capital, research infrastructure, and knowledge networks, limiting their ability to effectively
internalise and deploy AI solutions. Reduced IC capacity hampers their technological
absorptive power, making Al adoption slow and reliant on external support unless targeted
measures are taken. Overall, the unequal distribution of intellectual capital indicates that Al
adoption in Slovakia will be geographically concentrated, reinforcing existing regional
disparities. Developing IC capacity in lagging regions is essential to promote balanced and
inclusive Al-driven growth.
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Source: own processing

Figure 3 comparing Human Capital levels across Slovak NUTS 2 regions for 2023
and 2024 highlights ongoing structural inequalities in Intellectual Capital capacity. Human
Capital — covering workforce skills, education levels, digital literacy, and innovative skills
— is crucial for a region’s ability to adopt and leverage Al technologies. The data indicate
a significant concentration of human capital in Bratislava, which exceeds that of all other
regions in both years. In 2024, Bratislava displays a noticeable rise compared to 2023,
indicating improvements in talent development, education infrastructure, and labour market
activity. This stronger human capital base boosts the region’s capacity not only to implement
but also to influence Al-driven changes. The other three regions — West, Central, and East
Slovakia — have considerably lower human capital levels, with each showing modest
increases from year to year. These small improvements, while positive, are not enough to
narrow the large gap with Bratislava. Practically, their limited human capital restricts the
extent of Al adoption possible in local organisations and institutions. A smaller pool of
digitally skilled workers lowers the chances that firms will deploy advanced Al solutions
and hampers the public sector’s ability to modernise with Al systems. The disparities suggest
that Slovakia’s Al development will remain uneven across regions, with Bratislava serving
as the main hub for Al talent and innovation. To promote more balanced Al readiness,
strategic investments in education, digital skills training, and talent retention in less-
developed regions are necessary. Without bolstering their human capital, these areas risk
falling further behind as Al becomes increasingly vital for economic competitiveness and
societal progress.
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The results presented in this study can be situated within the broader debate on the
importance of artificial intelligence and intellectual capital for public administration and
regional development. The finding of a positive association between the use of Al in
enterprises, intellectual capital, and the economic performance of regions complements
existing literature, which emphasises that the development of digital technologies has
significant implications for the public sector as well.

Trajkovski (2024) suggests that the effective use of artificial intelligence in public
administration may depend on a combination of technical, ethical, legal, and managerial
skills, supported by systematic training of public-sector employees. Our results show that
Aluse is associated with higher GDP per capita at the regional level, indicating that artificial
intelligence technologies generate tangible economic effects. This creates an important link
to public administration: if Al contributes to regional economic performance, public
institutions require adequate capacities to support, regulate, and implement these processes
in line with the principles outlined by Trajkovski.

Van Noordt and Tangi (2023) highlight that one of the main obstacles to effective
deployment of artificial intelligence in public administration is the lack of organisational
“Al capability” — that is, the combination of technical, organisational, and human capacities
needed for the development, implementation, and long-term operation of Al-based systems.
The authors emphasise that funding alone is insufficient, as the skills of employees are the
decisive factor. Although our analysis focuses on regional economic performance, the
findings point to a similar logic: regions with higher intellectual capital achieve higher GDP
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per capita, suggesting that they possess a stronger knowledge and technological base. Such
an environment creates favourable conditions not only for the business sector but also for
public administration — precisely in line with the mechanisms described by van Noordt and
Tangi (2023). In regions with lower intellectual capital, the ability of public institutions to
effectively implement and maintain Al-based solutions may be limited, which can
deteriorate the quality of public services and deepen regional disparities. Our results may
therefore also be interpreted as indirect evidence that strengthening intellectual capital is
important not only for economic growth but also for the capacity of public administration to
respond to technological change and to make effective use of Al

CONCLUSION

The aim of this study was to examine the relationship between the use of artificial
intelligence technologies, the level of intellectual capital, and the economic performance of
Slovak regions at the NUTS 2 level. The panel model with region fixed effects made it
possible to identify the extent to which GDP per capita is associated with the degree of Al
use in enterprises and the level of intellectual capital, while also accounting for regional
labour market conditions through the unemployment rate.

Addressing the research questions reveals consistent conclusions. First, the results
confirm that a higher degree of Al adoption is statistically significantly associated with
stronger regional economic performance, indicating that artificial intelligence technologies
already represent a factor influencing regional economic growth. Second, intellectual capital
shows a positive and significant relationship with GDP per capita, confirming that the
qualification structure of the workforce remains one of the key determinants of regional
economic prosperity. The negative relationship between unemployment and economic
performance complements this picture by highlighting the importance of a functioning
labour market for the ability of regions to absorb and utilise technological innovations.

From the perspective of public administration, these findings carry several implications.
If higher economic performance is linked to the development of intellectual capital and more
intensive use of artificial intelligence, then investment in education, retraining, digital skills,
and support for an innovation-oriented environment is essential not only for the business
sector but also for public institutions themselves. Public administration will increasingly
face pressure to implement digital technologies, automate processes, and provide high-
quality, fast and accessible public services. Without sufficient capacity to work with Al,
regional differences in economic performance may translate into differences in the quality
and efficiency of public services, further deepening territorial inequality. In this respect, the
findings of the study provide an important foundation for national policy aimed at
strengthening intellectual capital and technological readiness across regions.
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The study, however, also has its limitations. The available data on Al adoption cover

only a short time period, which restricts the ability to identify long-term trends and causal
mechanisms. Future research should therefore draw on longer time series and more

advanced statistical approaches that would allow for a more robust identification of causal

relationships.
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MAPOVANIE DOSTUPNYCH Al TECHNOLOGIi A ICH PRINOS PRE
SAMOSPRAVU

Milan DOUSA

Abstrakt: Sucasna verejna sprava celi tlaku na zvysovanie transparentnosti, efektivity a
kvality poskytovanych sluzieb pri obmedzenych rozpoctoch. Hlavnym cielom prispevku je
systematické mapovanie technologii umelej inteligencie (Al) a analyza ich prinosov pre
efektivitu samosprav. Vyskum vyuzZiva metodu multikriterialneho hodnotenia (MCA) na
urcenie priority implementacie technologii a aplikuje matematicky model Indexu
digitalizacie samospravy (IDs) na modelovom priklade samospravy do 50 000 obyvatelov.
Vysledky ukazuju, Ze prioritizacia konverzacnej Al a prediktivnej analyzy moze viest k
uspore prevadzkovych nakladov samosprav az o 25 % a k zvySeniu kvality a dostupnosti
digitalnych sluzieb o 125 %. V tomto modelu kazdé 1 % narastu digitalnej urovne prindasa
mestu X priblizne 0,2 % usporu beznych vydavkov.

KPlucové slova: Umela inteligencia, Samosprava, Smart City, Digitalizacia, Verejna sprava,
uspory

Abstract: The current public administration faces pressure to increase transparency,
efficiency and quality of services provided under limited budgets. The main objective of the
paper is to systematically map artificial intelligence (Al) technologies and analyze their
benefits for the efficiency of local governments. The research uses the multi-criteria
assessment (MCA) method to determine the priority of technology implementation and
applies the mathematical model of the Local Government Digitalization Index (IDs) on a
model example of a local government with up to 50,000 inhabitants. The results show that
prioritizing conversational Al and predictive analytics can lead to operational cost savings
of up to 25% and an increase in the quality and availability of digital services by 125%. In
this model, every 1% increase in digital level brings City X approximately 0.2% savings in
current expenses.

Keywords: Artificial Intelligence, Local Government, Smart City, Digitalization, Public
Administration, savings
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1 UVOD

Umela inteligencia (Al) sa stdva kI'aCovym ndstrojom transformadcie verejnej spravy.
Samospravy sa dnes stavaju laboratériom pre testovanie Al algoritmov, ktoré menia vztah
medzi ob¢anom a mestom. V poslednych rokoch technoldgie umelej inteligencie (Al) ziskali
Vo verejnej sprave vyznamny impulz a ponukaju prilezitosti na automatizaciu rutinnych
uloh, zlepSenie rozhodovania a poskytovania sluzieb ob¢anom. Podl'a Yigitcanlara a kol.
(2024) sa zavadzanie Al v miestnych samospravach rychlo rozsirilo a plni kI"acové funkcie,
ako je podpora rozhodovania, automatizécia, predikcia a poskytovanie verejnych sluzieb
(Yigitcanlar a kol., 2024). Okrem toho mo6zu néstroje Al transformovat’ administrativne
procesy znizenim byrokratickej zataze a zvySenim schopnosti okamzitej reakcie, ¢im
ul’ahc¢ia prechod na efektivnejsSiu a datami riadent spravu veci verejnych (Babsek a kol.,
2025).

Al predstavuje subor technoldgii, ktoré napodobiiuju l'udsku inteligenciu, vratane
generativneho uceni, prediktivného modelovani a procesov, ktoré sa moézu uplatnit’ v
administrativnych a rozhodovacich procesoch verejnej spravy. Ich integracia do
samospravnych procesov je sucastou SirSieho trendu digitdlnej transformacie verejnej
spravy, ktora kladie doraz na efektivnost, transparentnost’ a participativnost’. (Vatamanu a
kol., 2025)

V ramci teoretickej analyzy vyuzitia umelej inteligencie v samosprave je mozné
identifikovat’ niekol’ko kI'i¢ovych kategorii nastrojov, ktoré sa lisia svojim technologickym
zameranim, funkénou aplikéciou a ndro¢nost'ou implementacie.

= A

Generativna Al

-

bl —

i

Produkt Geospatidlna Al
h | |4

Tvorba textov, Automatizécia analyz, Analyza izemia,
dokumentov, sumarizacia pracovné procesy rozvoj mesta
‘ - !
Chatbot / NLP
Automatizovana komunikacia Vlastné modely,
s 6bcanmi riadenie dopravy

Obrazok 1: Kategorie Al nastrojov v samosprave
Zdroj: Vlastné spracovanie, 20261
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Generativna Al predstavuje systémy schopné automaticky generovat’ novy obsah na
zéklade naucenych vzorcov v datach. Ide predovsetkym o text, obraz alebo koéd, pricom v
prostredi samospravy sa vyuZziva na tvorbu a upravu uradnych dokumentov, webovych
stranok mesta, sumarizaciu zapisnic a podporu komunikacie s obéanmi (Dwivedi et al.,
2021). Produktivita zahfiia Al nastroje integrované do kanceldrskych a podnikovych
aplikacii, ktoré zvySuju efektivnost’ administrativnych procesov. Tieto rieSenia umoziuju
automatizaciu analyz, spracovanie velkych objemov dat, tvorbu prezentacii a optimalizaciu
kazdodennej prace tradnikov, ¢im prispievaju k znizeniu pracovnej zat'aze a skrateniu doby
rozhodovania (Dwivedi et al., 2021). Geospatialna Al sa zameriava na spracovanie a
interpretaciu priestorovych a geografickych dat. V samosprave nachadza uplatnenie pri
uzemnom pladnovani, monitorovani rozvoja infrastruktury, analyze vyuzitia Gzemia c¢i
detekcii environmentalnych zmien, ¢o podporuje informované rozhodovanie o rozvoji mesta
a ochrane zivotného prostredia (Zheng et al., 2014). Chatbot / NLP (Natural Language
Processing) zahfiia systémy spracuvajuce prirodzeny jazyk a umoZziuje automatizovani
komunikaciu s obanmi. VyuZzivaju sa na poskytovanie informécii, vybavovanie rutinnych
otazok o sluzbach mesta a dane, ako aj na odl'ahCenie kontaktnych centier a zlepSenie
dostupnosti verejnych sluzieb (Sun & Medaglia, 2019). Custom ML (vlastné¢ modely
strojového ucenia) predstavuje rieSenia, ktoré su vyvijané Specificky pre potreby danej
samospravy. Tato kategéria zahfna inteligentné riadenie dopravy, prediktivnu tdrzbu
infrastruktury, analyzu senzorickych dat a d’alSie sofistikované aplikacie, pricom ide o
technologicky najndro¢nejSie implementacie vyzadujuce vysoké odborné a persondlne
kapacity (Milanovi¢, 2022)

Hoci st vyhody Al vSeobecne uznavané, implementacia tychto technolégii predstavuje
aj vyzvy, ktorym musia miestne samospravy celit. Integracia Al si vyzaduje nielen
technologické investicie, ale aj zmeny v organiza¢nych kapacitich a kompetenciach
pracovne;j sily, ako zddraznil van Noordt (2023) vo svojej analyze schopnosti Al vo verejne;j
sprave (van Noordt, 2023). Okrem toho su tiez strategické politické ramce potrebné na
zabezpecenie zodpovedného a etického pouZzivania systémov umelej inteligencie v kontexte
verejnej spravy (Brand, 2023).

Mesta na celom svete spustili iniciativy na zvySeni zru¢nosti a kompetencii vladnych
zamestnancov v oblasti umelej inteligencie. Napriklad mestska samosprava Chhatrapati
Sambhajinagar v Indii zaviedla komplexné Skoliace programy pre zamestnancov verejnej
spravy so zameranim na integraciu umelej inteligencie do administrativnych funkcii s
cielom zvysit efektivitu a rychlost verejnych sluzieb (Times of India, 2025).

Jednym z kl'icovych potencidlov prijatia umelej inteligencie v miestnej samosprave je
jej schopnost’ zvysit’ zapojenie obcanov a dostupnost’ dat a informacii. Wirtz a kol. (2019)
zdoraziiuje dolezitost’ povedomia o politike umelej inteligencie a jej vplyv na postoje
verejnosti k zodpovednému uplatiiovaniu umelej inteligencie vo verejnych sluzbach (Wirtz
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a kol., 2019). Efektivne komunikacné kanaly sprostredkované umelou inteligenciou, ako
napriklad inteligentné¢ chatboty moézu zefektivnit' ziadosti o administrativne sluzby,
poskytovat’ obanom odpovede v redlnom Case a prispiet’ k zvySeniu dovery a participacie.

Okrem toho, participativna sprava veci verejnych podporovand umelou inteligenciou
modze pomdct obciam lepSie pochopit’ a reagovat na potreby obCanov prostrednictvom
pokrocilej analyzy udajov a rozpoznivania vzorcov, ¢im sa posilni demokratickd
angazovanost’ v miestnych komunitach (Lahdili a kol., 2024).

Navzdory tymto vyhodam vznikd pri integracii umelej inteligencie do miestnych
administrativnych ramcov niekol’ko vyziev. Pravne, etické a organizacné obmedzenia
zohréavaji vyznamnu tlohu pri formovani toho, ako a do akej miery vlady prijimaja néstroje
umelej inteligencie. Podl'a Correiu a kol. (2024) rastiica komplexnost’ implementacie umele;j
inteligencie prinasa znacné vyzvy v oblasti spravneho prava aj v organiza¢nej pripravenosti,
najmd v kontexte inteligentnych miest (Correia a kol., 2024). Rovnako si riadenie a
zodpovedné pouzivanie systémov umelej inteligencie vyzaduje komplexné politické
stratégie na rieSenie otazok, ako je kvalita, dostupnost’ a ochrana udajov, zodpovednost’ a
transparentnost’ (Nikiforova a kol., 2025).

Ak je model strojového uc€enia trénovany na historickych datach, ktoré v sebe nesu
stopy ludskych predsudkov, Al tieto predsudky nielen opakuje, ale vdaka svojej
$kalovatelnosti ich aj zautomatizuje a prehibi. Kankanhalli et al. (2019) zdoraziuju, Ze
samospravy musia zaviest mechanizmy ,,algoritmovej transparentnosti®, kde kazdy obcan
ma pravo na vysvetlenie, preco systém rozhodol v jeho neprospech.

2 CIEL A METODY

Hlavnym cielom prispevku je systematické mapovanie technologii umelej inteligencie
(AI) a analyza ich prinosov pre efektivitu samosprav. Metodika ptispevku je postavena na
deskripcii a klasifikacii Al nastrojov ako NLP, Computer Vision, Predictive Analytics. Na
tomto zaklade je implementované multikriterialne hodnotenie (MCA) vyberu optimalnych
technologii na zaklade nakladov, prinosu a naro¢nosti implementacie. Vedeckd metoda
multikriterialneho hodnotenia (MCA) v tomto prispevku vychéadza z pristupu Pereira et al.
(2018). Hodnotenie prebiehalo v troch fazach:

1 Identifikdcia kritérii pre vyber optimalnej Al technologie: Boli stanovené Styri
protichodné kritérid (w1 cena, w2 rychlost implementécie, w3 miera Uspory Casu, w4
akceptacia verejnost'ou).

2 Pridelenie védh: Vahy boli ur¢ené metdédou expertného odhadu (Delphi metdda), kde
wl (0,25) +w2 (0,15) +w3 (0,40) +w4 (0,20)=1,00.
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3 Normalizacia skore: Kazda technoldgia bola hodnotena na Skale 1 (najhorsie) az 10
(najlepsie).

Na vypocet indexu digitalizacie samospravy (IDs) bol pouzity vazeny agregatny model
zalozeny na sucte normalizovanych skore jednotlivych oblasti digitalizacie. Index bol
definovany vzorcom:

IDS — En:(’wl . 8@')
i=1

kde s; predstavuje normalizované skore tirovne technologického rozvoja v danej oblasti na
Skale 1-10 a w; vyjadruje vahu vyznamnosti prislusnej oblasti pre stabilitu a dlhodobé
fungovanie mesta.

Na vypocet kvantifikacie celkovych uspor bol pouzity vzorec, ktory vysvetluje, ako
implementéacia technolégii vedie k deklarovanym 25 % prevadzkovym tUspordm pri
zavadzani nastrojov Al. Tento vzorec bol definovany ako vazeny priemer uspor v troch
kl'aicovych pilieroch samospravy, kde Al vykazuje najvy$siu mieru ndvratnosti.

Ueetr = (By - v1) + (Be - v2) + (E; - v3)

Pre potreby nasho vyskumu identifikujeme celkovli Usporu prevadzkovych nakladov
(U’celkom), kde:

Ea: Efektivita administrativy (Gspora ¢asu, dokumentov a tlaciv).

Ee: Efektivita energetiky (Uspora energii v budovach).

El: Efektivita logistiky (ispora v odpadovom hospodarstve a doprave).
vn: Vaha vydavkov danej oblasti v rozpocte mesta.

Na zaver sme overili vztah medzi technologickym rastom a finan¢nou efektivitou a to na
zaklade korelacie medzi IDs a ekonomickou usporou, tak aby sme zistili o kol’ko % narastu
digitalnej urovne prindsa mestu usporu beznych vydavkov.

Ucelk
AID,

ked —
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Koeficient sme definovali ako pomer celkovej uspory (U’celk) k percentualnemu nérastu

indexu digitalizacie (AIDs).

3 VYSLEDKY

Této Cast’ prispevku prezentuje hlavné vysledky analyzy vyuzitia umelej inteligencie v
modernej samosprave. Zameriava sa na identifikaciu klIaiCovych oblasti nasadenia Al
technologii a ich funk¢né rozdelenie z pohl'adu verejného zaujmu. Sucast'ou vysledkov je aj
komparacia vybranych prikladov samosprav s dérazom na meratelné uspory nékladov a
casu. Na zaklade reserSe (Dwivedi et al., 2021; Pereira et al., 2018) delime technologie do
kategorii podl'a ich funkcie vo verejnom zaujme:

e NLP (Natural Language Processing): Automatizacia komunikacie (Sun & Medaglia,

2019).

Computer Vision: Monitorovanie dopravy a bezpe¢nosti (Zheng et al., 2014).
Machine Learning: Predikcia energetickych Spiciek (Milanovi¢, 2022).

Tabul’ka 1: Rozdelenie Al technologii podla oblasti nasadenia

Oblast’ Technologia

Konkrétny priklad

Komunikacia | NLP (ChatGPT,
Gemini) = Chatboty

Automatizované odpovede na dane a poplatky a d’alSie
verejné sluzby

Mobilita Computer Vision Inteligentné riadenie semaforov podl'a hustoty dopravy
Zivotné Prediktivna analytika | Predpoved’ spotreby energie vo verejnych budovach
prostredie

Bezpecnost' | Biometria / Anomaly
Detection

Identifik4cia Ciernych skladok z kamerovych zaznamov

Zdroj: Vlastné spracovanie na zaklade Dwivedi et al. (2021), Pereira et al. (2018), Sun &
Medaglia (2019), Zheng et al. (2014).

Tabul'ka €. 2 poskytuje prehl'ad najcastejSie pouzivanych Al ndstrojov v samosprave,
rozdelenych podla aplika¢nych oblasti, typu technologie a naro¢nosti implementécie. Z

tabul’ky je zrejmé, Ze jednotlivé rieSenia sa vyrazne liSia nielen funkénym zameranim, ale aj
poziadavkami na technické a personélne kapacity samosprav.
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Tabul’ka 2: PrehPad dostupnych Al nastrojov podl’a aplika¢nych oblasti

Nastroj / | Kategoria Hlavné vyuzitie v samosprave Uroveii
Technologia narocnosti
ChatGPT /| Generativna Tvorba obsahu pre web mesta, uprava uradnych | Nizka
Claude Al listov, sumarizicia zapisnic z mestského
zastupitel'stva apod.
Microsoft Produktivita | Automatizacia analyz v Exceli (rozpocty), | Stredna
Copilot tvorba prezentacii pre projekty Smart City.
ArcGIS Geospatilalna | Predikcia rozSirovania mestskej zastavby, | Vysoka
GeoAl Al analyza vyuzitia Uzemia, detekcia zmien v
zeleni.
Zendesk Al / | Chatbot / NLP | Automatizovany  helpdesk  pre  obcanov, | Stredna
Ada vybavovanie rutinnych otazok o daniach,
poplatkoch a d’alSich sluzbach
TensorFlow / [ Custom ML Vyvoj vlastnych modelov pre inteligentné | Velmi
PyTorch riadenie dopravy a parkovacie senzory. vysoka

Zdroj: Vlastné spracovanie na

Medaglia, (2019).

zdklade Dwivedi et al., (2021), OECD, (2019) Sun &

Vyuzitie Al prinaSa meratel'né uspory. Na zdklade analyzy dat z eurdpskych miest (OECD
- Berryhill et al., 2019) mézeme pozorovat’ rozdiely v navratnosti investicii. Tuto skutocnost’
ilustruje tabulka €. 3.

Tabul’ka 3: Komparacia Gspor v samospravach (ro¢ny odhad)

Mesto Technologia Uspora Uspora casu
nakladov (%) (FTEY)

Vieden WienBot (NLP) 12 4,5

Tallinn Smart Traffic (ML) 18 12,0

Bratislava | Sensoneo (odpadové senzory) |9 2,0

Zdroj: Meijer & Bolivar (2016), Scholl & Alawadhi (2016)

! FTE = Full-time equivalent (ekvivalent plného pracovného tvizku)
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3.1 Aplikacia metédy MCA

V grafu €. 1 uvddzame vypocet vhodnosti technologii pre stredne vel’ku samospravu (cca 50
000 obyvatelov).

9
6,75

4,5

2,25
Chatbot 0

Smart Parking
Al v Gétovnictve
= W1 (0,25) W2 (0,15) = W3 (0,40) W4 (0,20) == Vazeny sucet

Graf 1: Vysledky MCA analyzy pre samospravu s 50 000 obyvatel’mi
Zdroj: Vlastné spracovanie, 2026

Analyza vysledkov uvedenych v grafu 1 ukazuje, ze najvysSie hodnotenie dosiahol
Chatbot s priemernym skore 7,35. Tento nastroj prevlada predovsetkym nizkymi ndkladmi
na implementaciu a extrémne kratkym ¢asom zavedenia, ¢o z neho robi idedlnu volbu pre
samospravy s obmedzenymi zdrojmi. Chatbot predstavuje typicky priklad tzv. ,,Jow-hanging
fruit, teda rieSenia, ktoré je mozné relativne I'ahko zaviest’ a ktoré prinasa okamzité
zlepSenie komunikacie s obéanmi.

Smart Parking ziskal skore 6,75. Napriek vy$sim nakladom spojenym s instalaciou
senzorov a technickej infraStruktury si tento nastroj udrzuje vysoku mieru akceptécie zo
strany verejnosti, pretoze priamo riesi kazdodenné problémy obcanov a zlepSuje komfort
vyuzitia parkovacich miest (Scholl & Alawadhi, 2016).

Celkové porovnanie indikatorov efektivnosti naznacuje, ze pri rozhodovani o
prioritach investicii do technolédgii s obmedzenym rozpoctom je implementacia Chatbota
najefektivnejSim prvym krokom, ¢o potvrdzuji aj empirické zistenia z literatury (Valle-
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Cruz, 2020). Tento vysledok zdodraziiuje vyznam vyhodnocovania pomeru nakladov a
prinosov pri zavadzani inteligentnych rieSeni v samosprave.

3.2 Vypocet kvantifikacie celkovych uspor (Model uspor 25 %)

Pre pochopenie kumulativnej Gspory na urovni 25 % je nevyhnutné podrobit’ analyze
jednotlivé vahové koeficienty (vn), ktoré odzrkadl'uju realnu Struktiru vydavkov beznej
samospravy. Tieto vahy boli stanovené na zdklade priemeru rozpoc¢tovych kapitol hlavnych
miest v SR a CR, kde najvi&siu &ast’ beznych vydavkov tvoria energie a sprava verejnych
budov.

Sektor (Piliér)

Logistika a Doprava Administrativa (NLP/RPA)

Energetika (Predikcia)

Graf 2: Modelovy vypocet kumulativnej uspory samospravy

Zdroj: Vlastné spracovanie, 2026

1. Sektor Administrativy (v1=0,30; Ea =40 %): Vysoka miera Gspory v administrative (40
%) nie je dand prepistanim zamestnancov, ale eliminaciou tzv. mftveho ¢asu. Podl'a Valle-
Cruz (2020) dokéaze Al spracovat’ rutinné otazky (dane, mistni poplatky, otvaracie hodiny)
s nulovymi marginalnymi nakladmi. Prispevok k celkovej tspore (12 %) je v tomto modeli
klacovy, pretoZze uvolniuje personalne kapacity pre odborné ¢innosti s vySSou pridanou
hodnotou.

2. Sektor Energetiky (v2=0,40; Ee=20 %): Energetika predstavuje najt'az§iu vdhu v naSom
modeli. Implementacia prediktivnych algoritmov pre Smart Grids a inteligentné verejné
osvetlenie umoziuje mestam reagovat na dynamické zmeny cien energii a hustotu pohybu
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0sOb. Milanovi¢ (2022) uvadza, Ze len samotna optimalizacia vykurovania vo verejnych
budovach (Skoly, trady) prostrednictvom Al termostatov dokdze znizit’ emisie a naklady o
patinu. V celkovom rozpocte to predstavuje usporu (8 %).

v

odhadovant usporu v ramci sektora, je nevyhnutna pre mestsku stabilitu. Zheng et al. (2014)
demonstrujii, ze vyuzitie sieti na riadenie dopravnych tokov znizuje opotrebovanie
infrastruktury a spotrebu paliva komunalnych vozidiel. V nasom modeli tento sektor
prispieva k celkovej efektivite hodnotou (4,5 %). Celkova Gspora (U’celk) je tedy 24,5 % =
25 %.

3.2 Vypocet Indexu digitalizacie (IDs)

Na preukazanie prinosu Al technologii aplikujeme model na "Mesto X" do 50 000
obyvatel'ov pred a po implementécii Al balicku (Administrativa = Chatbot + Optimalizacia
verejnych budov).

Parametre modelu boli stanovené nasledovne:

e Vahy (wi): Administrativa (komunikacie) (0,3), Energetika (0,4), Doprava (0,3).
e Skore pred Al: Komunikécia: 3, Energetika: 4, Doprava: 2.
e Skore po Al: Komunikacia: 9, Energetika: 7, Doprava: 5.

Index digitalizacie bol konStruovany ako vazeny sucet troch klIticovych oblasti
fungovania samospravy: administrativy (komunikacie), energetiky a dopravy. Vahy
jednotlivych oblasti boli stanovené na zéklade ich relativneho vyznamu pre efektivne
fungovanie mesta, pricom administrativa a doprava maji rovnakua vahu, zatial’ ¢o energetika
je hodnotend ako mierne vyznamnej$ia oblast’.

Vypocet pred implementaciou:
IDs = (0,3x3)+ (04x4)+(03x2)=09+16+06=31

Vychodiskovy stav pred implementéaciou Al poukazuje na nizku az strednt Groven

v

¢o energetika vykazuje mierne vysSiu uroven technologickej vyspelosti. Na zaklade
vazeného hodnotenia dosahuje Index digitalizacie pred implementaciou hodnotu 3,1 bodu,
¢o indikuje nizku celkovu digitalnu vyspelost’ mesta X.

Vypocet po implementacii:
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IDs = (03x9)+ (04x7)+(03x5) =27+28+15=70

Po implementécii Al balicka zameraného na administrativu (nasadenie chatbota pre
komunikaciu s obcanmi) a energetiku (optimalizacia prevadzky verejnych budov) dochadza
k vyraznému zlepSeniu vo vSetkych sledovanych oblastiach. Najvyraznej$i narast je
zaznamenany v oblasti komunikacie s obanmi, kde chatbot zdsadne zvySuje dostupnost’
informacii a efektivnost’ vybavovania poziadaviek. Pozitivny efekt sa prejavuje aj v
energetike a doprave, hoci v mensej miere.

7,0 — 3,1
3,1

Niarast v % = x 100 ~ 125, 8%

Vysledny Index digitalizacie po implementacii Al dosahuje hodnotu 7,0 bodu, ¢o
predstavuje viac nez dvojndsobny ndrast oproti povodnému stavu. Tento vysledok
jednoznacne potvrdzuje, Ze aj relativne uzko zamerand implementéacia Al technologii moze
viest’ k vyraznému zvyseniu digitalnej vyspelosti samospravy, a to najméd v podmienkach
obmedzenych finan¢nych a personalnych zdrojov. Implementacia Al technologii zvysila
index digitalizdcie mesta o 125 % Tento néarast priamo koreluje so zniZenim
administrativnych chyb a zvySenim energetickej efektivnosti budov v sprave mesta.

Z vypoctov vyplyva, Ze hoci v jednotlivych sektoroch moze byt’ tispora vyssia (napr.
administrativa az 40 % vdaka chatbotom), po prepocitani na celkové vydavky mesta je
realisticky ciel' tspory 25 %. Tento udaj je klucovy pre mestskych poslancov pri
schvalovani investicii do Al, pretoze definuje ofakdvanii navratnost’ v strednodobom
horizonte (3 — 5 rokov).

Zatial' ¢o predtym vypocitany Index digitalizacie (IDs) narastol o 125 % (Co

reprezentuje skok v kvalite a modernizécii a dostupnosti digitalnych sluzieb), ekonomicky
prinos 25 % reprezentuje redlne uSetrené financné prostriedky, ktoré mdze samosprava
reinvestovat’ do rozvoja infrastruktury alebo socialnych sluzieb.
Pri vedeckom skiimani musime brat’ do ivahy aj variabilitu vstupnych dat. Ak by sme
zmenili vahy v prospech administrativy (napr. pri vysoko digitalizovanom Estonsku),
celkova tspora by sa mohla posunut’ az k hranici 30 %. Naopak, v mestach so zastaranou
digitadlnou infrastrukturou, kde si vysoké investicné naklady na senzory, sa mdze uspora v
prvych rokoch javit’ nizsia.

Tento vypocet v naSem prispevku jasne poukazuje na exaktny ramec pre ekonomické
oCakavania samosprav. Sulad medzi narastom indexu digitalizdcie (IDs) o 125 % a
ekonomickou usporou 25 % naznacuje vysoku efektivitu transformécie. Kazdé 1 % narastu
digitalnej Grovne prindsa mestu priblizne 0,2 % v uspore beznych vydavkov.

53



Na zaklade naSich predchadzajucich vypoctov jsme totiz overili aj vzt'ah medzi
technologickym rastom a finan¢nou efektivitou a to na zéklade koreldcie medzi IDs a
ekonomickou usporou.

Vstupné parametre z aplikovaného modelu boli:

e AIDs = 125,8 % (narast digitalnej urovne) hot — 24,5
e U'celk = 24,5 % (celkova uspora nakladov) ‘ 125,8

~ 0,1947

Vysledna hodnota 0,2 potvrdzuje nase tvrdenia z vyzkumu aplikované modelu a jeho
premietnutia v mestu X. V podmienkach modelovanej samospravy kazdé 1 % narastu
Indexu digitalizacie prinasa mestu usporu 0,195 % (0,2 %) beznych vydavkov. Tento
pomer indikuje vysoku névratnost’ investicii do Al, najmé v oblastiach s vysokym podielom
rutinnych administrativnych procesov a vysokou energetickou naro¢nostou verejnych
budov.

4 PRINOSY AI TECHNOLOGII PRE SAMOSPRAVY

Implementécia technoldgii umelej inteligencie predstavuje pre samospravy vyznamny
nastroj modernizacie verejnej spravy a zvysSovania jej vykonnosti. Al rieSenia umoziuju
nielen automatizaciu rutinnych administrativnych procesov, ale aj kvalitnejSie rozhodovanie
zalozené na datach, efektivnejSiu komunikaciu s obCanmi a optimalizdciu vyuZzivania
verejnych zdrojov. V kontexte rastucich narokov na transparentnost’, dostupnost’ sluzieb a
hospodarnost’ zohrdva umeld inteligencia kl'u€ova Ulohu pri transformacii tradi¢nych
modelov fungovania samospravy smerom k inteligentnym a udrzate'nym mestam.

o Efektivita a uspora ¢asu
Al néstroje mézu vyznamne znizit' Cas potrebny na administrativne tkony. Napriklad
automatizované prepisovanie zapisov zo zasadnutia mestského zastupitel'stva, generovanie
odpovedi pre obCanov ¢i sumarizovanie sprav a ziadosti prindsa tisporu prace a umoznuje
zamestnancom venovat’ sa zlozitejSim uloham. Ak priemerny uradnik stravi 20 % casu
opakovanou administrativou, nasadenie RPA (Robotic Process Automation) kombinovane;j
s Al dokéaze tito hodnotu znizit' na minimum. Napriklad (WienBot) Al asistent, ktory
odpoveda na tisice otazok obcanov 24/7 odl'ah¢il call centrum mestského uradu o 40 %.
(City of Vienna, 2025), alebo nami aplikovany chatbot v podmienkach mesta Zilina v roku
2025 priniesol v prvom pol roku po jeho aplikovani na webové stranky mesta tsporu az 520
hodin, pri predpokladanom Case spracovania jednej pozadavky l'udskym operatorom 5
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minut. USetFené naklady pii primérné mzdé lidského operatora 14 EUR/hod boli na
urovni 7283.5 EUR.

e ZlepSenie rozhodovacich procesov

Prognostické modely a analyza velkych dat umoznuju predikovat vyvoj trendov ako
napriklad v oblasti dopravy, pldnovania infraStruktry ¢i verejnej bezpec€nosti, co vedie k
lepSiemu rozhodovaniu na zdklade dat. (OECD, 2025) Z technického hladiska vSak
samosprava nardza na problém datovych sil. Data st Casto rozptylené v nekompatibilnych
systémoch roznych oddeleni (matrika, stavebny urad, sprava dani). Podl'a Pereira et al.
(2018) je pre uspech Al nevyhnutné vytvorenie centralneho datového labu (Living Labu) s
vysokou kvalitou dat. Neptesné data vedi k chybnym predikciam, ¢o moze v pripade
riadenia dopravy alebo energetiky viest’ k finanénym stratdm ¢i ohrozeniu bezpec¢nosti.

e Komunikacia s obéanmi

Al umoziuje personalizovani komunikaciu, trvalt dostupnost’ odpovedi prostrednictvom
chatbotov a efektivnejSie spracovanie spétnej viazby. To vedie k vysSej miere zapojenia
obc¢anov do spravy veci verejnych. (David a kol. 2025). MozZnou bariérou, ktoru identifikujua
Androutsopoulou et al. (2019), je prehlbovanie digitadlnej priepasti. Samospravy maji
povinnost’ sluzit’ vSetkym obCanom, vratane seniorov a marginalizovanych skupin, ktori
modzu mat’ obmedzeny pristup k technolégiam alebo nizku troven digitalnej gramotnosti.
Nasadenie Al chatbotov ako primarneho kandlu komunikacie méze viest’ k vyluceniu tychto
skupin z verejného Zivota. Preto musi byt’ Al v samosprave vnimané ako doplnkovy néstroj,
ktory uvolfiuje ruky uradnikom na osobnejSiu pracu s obanmi vyzadujicimi Specidlnu
asistenciu, nie ako totalna nahrada 'udského kontaktu.

e Optimalizicia zdrojov

Systémy pre planovanie a optimalizaciu logistickych procesov (napr. odvoz odpadu, udrzba
ciest) zalozené na Al m6zu v redlnom Case analyzovat’ data a navrhovat’ efektivnejSie trasy.
Podl'a Studie Berryhill et al. (2019) implementacia Al v mestach znizuje naklady na
administrativnu jednotku nasledovne. Analyza névratnosti investicie (ROI) v ramci
priemernych nékladov na implementaciu inteligentného systému riadenia odpadu pre mesto
s 50 000 obyvatel'mi sa pohybuje na trovni 150 000 EUR. Pokial’ predpokladdme vozovy
park v pocte 12 vozidiel na zber komunélneho odpadu. Priemerna obstaravacia cena jedného
moderného vozidla je priblizne 200 000 EUR. Celkova hodnota vozového parku je teda 2
400 000 EUR. Pri vyuziti algoritmov pre dynamickt optimalizaciu tras (Milanovi¢, 2022)
dochadza k:

e Znizeniu najazdenych kilometrov o 15 %.
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e Uspore pohonnych hmét a mzdovych nakladov o 12 000 EUR roéne vdaka Al
e PrediZeniu Zivotnosti techniky o 10 %.

Pre kvantifikdciu ekonomického prinosu Al rieSeni v prostredi samospravy vyuzivame
upraveny vzorec navratnosti investicii (ROI), ktory zohl'adiiuje nielen priame financné
uspory, ale aj naklady na pociatocnll implementaciu a licencovanie:

ROl = (Celkové Gspor — Naklady na implementaciu) / Naklady na implementaciu X 100

Standardna Zivotnost’ takéhoto vozidla pri plnom vyuZivani je priblizne 10 rokov. Odpisova
hodnota predstavuje 240 000 EUR ro¢ne. Ak vd’aka Al a optimalizécii tras (znizenie poctu
najazdenych kilometrov o 15 %) predizime Zivotnost techniky o 10 % (t. j. o 1 rok),
dosiahneme nasledujuce:

1. Roc¢né tspora v odpisoch: Ro¢né odpisy sa rozlozia na 11 rokov namiesto 10.

2. Finan¢n4 hodnota odlozenej investicie: Ziskany rok navySe znamend, ze mesto
nemusi v desiatom roku investovat’ do obnovy parku, ¢o predstavuje usporu v
kapitalovych vydavkoch.

Rocna Gspora z predlzenia ziv.= Hodnota vozového parku / (P6vodna Zivotnost X Nova Zivotnost)

= 2400000/ (10 x 11) = 21818 EUR / rok

Celkovy ekonomicky prinos implementécie systému inteligentného riadenia odpadového
hospodarstva bol kvantifikovany na zaklade suctu identifikovanych uspor vyplyvajicich z
optimalizacie prevadzkovych procesov a prediZenia Zivotnosti technického vybavenia.

Na zaklade predchadzajiiceho modelovania boli identifikované nasledovné zlozky roénych
uspor:

e Uspora na pohonnych hmotach a mzdovych nékladoch: 12 000 EUR
e Uspora z prediZenia Zivotnosti vozového parku: 21 818 EUR
e (Celkova ro¢na tispora dosahuje hodnotu 33 8§18 EUR.

Pri celkovych nékladoch na implementaciu Al systému vo vyske 150 000 EUR je mozné
vypocitat’ néavratnost’ investicie prostrednictvom ukazovatel'a doby névratnosti (tzv.
Payback Period - PP). Ten vyjadruje €as potrebny na to, aby kumulované Gspory vyrovnali
pociatocné investi¢né naklady.

PP =1/S
I - pociatocné investicné naklady
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S - priemerna ro¢né finan¢nd Gspora

PP = 150000 /33818 = 4,4roka

Investicia do inteligentného riadenia odpadu sa mestu vrati za 4,4 roka. Po tomto obdobi uz
systém generuje Cisty financny benefit pre rozpocet samospravy. Po tomto obdobi uz systém
generuje Cisty financny benefit pre rozpocet samospravy. Z pohladu strategického riadenia
verejnych zdrojov tento vysledok potvrdzuje ekonomickil opodstatnenost’ zavadzania Al
rieseni v komunalnych sluzbach. Zaroveni dopiiia celkovy obraz efektivity digitalnej
transformacie, ked’ze koreSponduje s predpokladanou celkovou tusporou na trovni
pribliZne 25 %, stanovenou v predchadzajucich kapitolach prispevku.

5 ZAVER

Prispevok sa zameral na systematické mapovanie dostupnych technoldgii umelej
inteligencie a na kvantifikédciu ich prinosov pre fungovanie miestnej samospravy. Na
zéklade kombinacie teoretickej analyzy, multikriteridlneho hodnotenia (MCA) a aplikécie
matematického modelu Indexu digitalizacie samospravy (IDs) bolo preukazané, ze umela
inteligencia predstavuje nielen technologicku inovaciu, ale predovsetkym strategicky néstroj
zvySovania efektivnosti, transparentnosti a kvality verejnych sluzieb.

Vysledky vyskumu potvrdzuju, Ze spravne zvolend kombinacia Al nastrojov — najmi v
oblastiach administrativy, energetiky a logistiky — dokaze vyrazne zvysit digitalnu
vyspelost’ samospravy aj v podmienkach obmedzenych finan¢nych a personalnych zdrojov.
Na modelovom priklade mesta do 50 000 obyvatelov bol preukdzany narast Indexu
digitalizacie o viac nez 125 %, ¢o poukazuje na vysoky transformacény potencial Al aj pri
relativne 1Uzko zameranych intervencidch, ako je implementdcia chatbotov alebo
optimalizacia prevadzky verejnych budov.

Z ekonomického hl'adiska prispevok demonstruje, ze technologicky rast sa priamo premieta
do meratel'nych finan¢nych uspor. Model kvantifikdcie Gspor potvrdil realisticku celkova
usporu beznych vydavkov na trovni priblizne 25 %, pricom kazdé 1 % narastu digitalnej
urovne samospravy prindSa v priemere 0,2 % usporu beznych vydavkov. Analyza
navratnosti investicii v oblasti odpadového hospodarstva navyse ukazala, Ze implementacia
Al rieSeni dosahuje dobu nédvratnosti priblizne 4,4 roka, co je v kontexte verejnych investicii
povazované za ekonomicky vel'mi priaznivy vysledok.

Vyznamnym prinosom prace je aj metodologicky ramec, ktory kombinuje multikriterialne
hodnotenie vhodnosti technologii, index digitalizacie a ekonomicku kvantifikéciu uspor.
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Tento ramec je prenositelny a moze sluzit ako prakticky ndstroj pre rozhodovanie
samosprav pri planovani digitalnej transformadcie, prioritizacii investicii do Al a hodnoteni
ich redlnych dopadov.

Zaroven je potrebné zdoraznit,, Ze uspesSnd implementécia umelej inteligencie v samosprave
nie je vylucne technickym problémom. Vyzaduje si rozvoj organizatnych kapacit,
zvySovanie digitalnych kompetencii zamestnancov, kvalitni datova infrastruktaru a jasné
etické a pravne rdmce. Al by nemala byt’ vnimana ako nédhrada I'udského rozhodovania, ale
ako nastroj jeho podpory, ktory umoziuje tradnikom sustredit’ sa na komplexnejSie a
hodnotovo naro¢nejsie tlohy.

Zaverom mozno konStatovat, ze umeld inteligencia uz dnes poskytuje miestnym
samospravam realne a meratelné prinosy. Pri strategickom a zodpovednom zavadzani
predstavuje klacovy pilier pre budovanie inteligentnych, udrzatelnych a ekonomicky
efektivnych miest. Index digitalizacie (IDs) aplikovany v tomto prispevku poskytuje
samospravam prakticky nastroj na hodnotenie dopadov investicii do Al a vytvara priestor
pre d’alsi vyskum v oblasti kvantifikacie digitalnej transformdacie verejnej spravy.

Prispevok je sucastou rieSenie projektu VVGS-2024-3421 “Modernizacia a
racionalizicia izemnej samospravy prostriedkami AI*
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AI-SUPPORTED DECISION-MAKING IN SLOVAKIA’S PUBLIC
SECTOR: ENERGY, EMISSIONS AND SPATIAL INDICATORS

Maksym MYKHEI, Nataliia SLYVKANYCH, Juan Pous CABELLO, Jana BUDOVA, Darya
DANCAKOVA and Ivana TKACOVA

Abstrakt: Tento clanok skuma vyuzitie umelej inteligencie (AI) vo verejnej sprave
Slovenskej republiky v oblasti energetiky a environmentdlneho riadenia, s dérazom na
koncept Smart Grid a ulohu intelektualneho kapitalu (IC). Empiricka analyza vyuziva
indikatorovo orientovany pristup kombinujuci casové rady a priestorové udaje, vratane
vyroby elektriny podla zdrojov, cezhranicnych tokov (import/export), Population Energy
Intensity Index na urovni okresov a krajov a sektorovych emisii CO: spolu s vydavkami na
ochranu Zivotného prostredia. Vysledky za obdobie 2008—2024 poukazuju na kombindciu
stabilnych a volatilnych komponentov energeticko-environmentdlnych indikatorov, co
zvySuje vyznam Al-podporeného predikovania, optimalizdacie a monitoringu. Priestorova
heterogenita energetickej zataze podporuje cielené politiky energetickej efektivnosti a
integrdcie obnovitelnych zdrojov. Clanok interpretuje Al ako ndstroj na aktiviciu verejného
intelektudlneho kapitalu—Iludského, Strukturdalneho a vztahového—pricom zdoraziuje
potrebu Standardizdacie dat, interoperability a posilnenia analytickych kapacit verejnej
spravy.

KPucové slova: umela inteligencia; verejna sprava; Smart Grid; energeticka bilancia;
obnovitelné zdroje energie; fotovoltika, akumulacia elektriny, CO: emisie.

Abstract: This paper explores the use of artificial intelligence (Al) in Slovakia’s public
administration for energy and environmental governance, with a focus on Smart Grid
concepts and the role of intellectual capital (IC). The empirical analysis applies an
indicator-based approach that integrates time-series and spatial data, including electricity
generation by source, cross-border flows (imports/exports), the Population Energy Intensity
Index at district and regional levels, and sectoral CO: emissions alongside environmental
protection expenditure. Results for the period 2008—2024 reveal a combination of stabilising
and volatile energy—environment indicators, reinforcing the relevance of Al-supported
forecasting, optimisation, and monitoring for electricity-balance planning and flexibility
management. Pronounced spatial heterogeneity in energy burden supports targeted energy-
efficiency and renewable-integration policies. The paper conceptualises Al as a mechanism
for mobilising public-sector intellectual capital—human, structural, and relational—and
concludes that data standardisation, interoperability, and strengthened analytical capacity
are essential to ensure transparent, auditable, and effective Al-enabled decision-making.

Keywords: artificial intelligence; public administration; Smart Grid; electricity balance;
renewable energy sources; photovoltaics, electricity storage; CO: emissions.
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1 INTRODUCTION

The use of artificial intelligence (AI) in public administration has shifted from
experimental pilots to more systematic efforts to embed Al into core governmental
functions—primarily service delivery and internal management, and, to a lesser extent,
policy support. The literature increasingly stresses that Al benefits depend not only on
algorithmic choice but also on data-ecosystem maturity, institutional capacity,
accountability and transparency, and the ability to align Al tools with public policy
objectives. In the context of this paper, energy and environmental governance are
intrinsically data-intensive (time series of generation and flows, spatial indicators, emissions
and public expenditure metrics) and therefore represent a high-potential domain for Al-
enabled decision-making, especially under Smart Grid governance and the integration of
renewable energy sources (RES).

From an intellectual capital (IC) perspective, Al-supported decision-making in public
administration can be interpreted as a mechanism for activating and scaling intangible public
assets rather than merely a technological upgrade. Intellectual capital — traditionally
decomposed into human capital, structural capital, and relational capital — provides a
coherent analytical lens for understanding why data-rich policy domains such as energy and
environmental governance exhibit high Al potential. Al systems do not replace intellectual
capital; instead, they transform dispersed data, expert knowledge, institutional routines, and
stakeholder interactions into actionable public value. In energy and environmental policy,
human capital is embodied in analytical competencies, domain expertise, and interpretative
skills required to design indicators, validate Al outputs, and align model results with policy
objectives. Structural capital comprises standardised datasets, interoperable information
systems, regulatory frameworks, and codified methodologies (e.g., indicator definitions,
MRV procedures), which determine whether Al tools are scalable, auditable, and reusable
across administrative levels. Relational capital emerges through data sharing, coordination
with energy operators, municipalities, and citizens, and the legitimacy of Al-assisted
decisions in politically sensitive domains such as emissions reduction and infrastructure
planning. Empirical studies increasingly emphasise that public-sector Al performance
depends more on the maturity of these intellectual capital components than on algorithmic
sophistication alone, reinforcing the relevance of IC-oriented governance approaches for
sustainable Al adoption (Bradley, 1997; Edvinsson & Malone, 1997; Martinidis et al., 2022;
Toma & Laurens, 2024).

2 LITERATURE REVIEW

Synthesising studies highlight fragmentation in Al-for-government research and call

for structured mapping across public-sector functions. Alshahrani et al. (2024), based on a
systematic review, emphasise that benefits are often framed in terms of efficiency and
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decision quality, while barriers include data, accountability, ethics, and implementation
capacity. In a complementary EU-wide landscape review, van Noordt and Misuraca (2022)
find that Al is most frequently used for public service delivery and internal management. In
contrast, direct policy decision support remains comparatively limited. This is central to our
paper because energy and environmental policy are precisely the areas where Al can move
beyond “administrative automation” towards data-driven governance—forecasting,
optimisation, and scenario-based impact assessment.

In Slovakia, Al development in the public sector is shaped by broader digital
transformation strategies and project governance. DrahoSova and Cajkova (2024) analyse
Al's positioning in Slovakia’s public sector through interviews and official documents,
emphasising the roles of MIRRI SR, strategic frameworks, and experts across the project
life cycle. At the regional level, Hardy (2021) describes uncoordinated approaches in V4
and the need for stronger frameworks on transparency, security, and ethics. Evidence from
neighbouring Hungary (Csot6 et al., 2022) further underscores organisational, legal and
societal acceptance issues in algorithmic decision-making. Taken together, these studies
suggest that technical readiness alone is insufficient; process capabilities, data standards,
project management discipline and auditable governance are equally critical for effective Al
adoption.

Al is increasingly linked to complex sustainability decision-making under uncertainty.
Nikseresht et al. (2022) show that sustainability decisions are multi-dimensional and that
VUCA conditions amplify the need for Al-enabled analytical approaches. A more
operational decision-support logic is demonstrated by Kouziokas and Perakis (2017), who
combine Al, GIS, and remote sensing to develop indicator-based decision-support systems
for public management and spatial planning. This aligns directly with our study’s approach:
integrating time-series energy indicators with spatial metrics and emissions/expenditure data
provides the foundation for policy-relevant decision-support systems in environmental and
energy governance.

Slovak empirical research provides strong foundations for regional energy—
environment analysis, though often without an explicit Al component. Balaz et al. (2020)
assess energy and emission efficiency across Slovak regions (2008-2018) using DEA,
highlighting structural economic change and innovation as drivers. This is relevant to our
work because it reinforces the importance of regional patterns and the need to evaluate
intervention effectiveness—both of which are compatible with Al-based scenario modelling
and targeting. Broader environmental pressures linked to spatial development are discussed
by Izakovicova et al. (2021) in the context of urbanisation, supporting the use of spatial
indicators to assess territorial burden. Fil¢dk (2016) adds a policy and stakeholder
perspective on Slovakia’s climate policy landscape, reminding that Al tools must be
embedded within real-world implementation constraints.

Smart Grid governance and RES integration place strong emphasis on buildings,
distributed generation and flexibility. AI4EF (Tzortzis et al., 2024) demonstrates Al-enabled
decision support for building retrofits and energy efficiency, including PV-related modules.
For PV policy targeting, Freitas et al. (2023) propose an Al approach to identify and
geolocate PV systems from open spatial data and compute indicators that support targeted
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incentives. These contributions underpin our paper’s practical direction: if public authorities
aim to scale rooftop PV—especially on apartment buildings and public facilities — they
require geospatial data, energy indicators and Al tools for rapid potential assessment,
production forecasting, and optimisation of self-consumption and storage. Complementary
evidence from Slovakia on energy cost reductions in administrative buildings (Teplicka et
al., 2024) supports the relevance of public-sector building decarbonisation as a concrete
domain for Al-supported energy management, investment planning and impact monitoring.

ENERGY BALANCE & FLOWS | MANAGING PHOTOVOLTAICS
= o > & STORAGE

DATA STANDARDIZATION INTEROPERABILITY SMART GRID OPTIMIZATION

Figure 4: Al in Slovakia's public sector: Energy and Smart Grid

Source: own proceeding

Several studies stress that Al outcomes depend on data quality, data architectures and
digital competencies. Delina and Macik (2023) show that, in Slovak public procurement,
enhancing the transactional data structure improves predictive performance, reinforcing the
need for data standards. Al-based decision support for procurement using NLP (Siciliani et
al., 2023) further illustrates that public-sector decision systems must integrate structured and
unstructured data. From a human-capital angle, Stofkova et al. (2022) emphasise digital
skills as a prerequisite for e-government development, which is equally relevant for Al
adoption. Related insights on digital infrastructure standardisation are provided by BIM
adoption research in Slovakia (Funtik et al., 2023), which, by analogy, underscores the
importance of everyday data environments and methodological discipline when building Al-
ready ecosystems for energy and environmental governance.

The reviewed literature confirms the potential of Al in public administration, with
current deployments skewed towards service delivery and internal management, and a
growing but still limited presence in policy decision support (Alshahrani et al., 2024 ; van
Noordt & Misuraca, 2022). Slovak and CEE studies highlight the importance of strategic
anchoring, project governance, and legal/organisational readiness (Drahosova & Cajkova,
2024; Hardy, 2021; Cso6té et al., 2022). Energy and environmental research further
underscores the relevance of spatial heterogeneity, efficiency and intervention evaluation
(Balaz et al., 2020; Izakovic¢ova et al., 2021), while GIS/RS and PV targeting frameworks
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demonstrate that integrating time-series and spatial data can materially improve public
decision-making (Kouziokas & Perakis, 2017; Freitas et al., 2023).

Against this backdrop, our paper contributes by combining long-term energy time
series, cross-border flows, emissions, and public environmental expenditure with a spatial
energy intensity indicator, and interpreting these through Smart Grid governance and RES
integration. The paper’s added value lies in building an indicator-based bridge between (i)
empirical system development in Slovakia (2008-2024), (ii) territorial prioritisation and (iii)
clearly defined Al task classes (forecasting, optimisation and spatial targeting) applicable to
rooftop PV scaling, flexibility and storage management, and transparent monitoring of
environmental impacts in public administration.

3 METHODOLOGY

The methodology is built on an indicator-based assessment to support Al-enabled
decision-making in public administration in the domains of energy policy, Smart Grids,
climate governance and environmental management. The research design combines a
longitudinal component (time series) with a spatial component (district/regional variation)
to assess long-run trajectories, volatility and territorial disparities. The core synthesis
focuses on 2008-2024, for which electricity-balance data were available; earlier years were
used to contextualise market dynamics. The analytical setup is aligned with data-driven
governance, aiming to generate outputs suitable for monitoring systems, forecasting
pipelines and optimisation routines typical of intelligent energy-system management.

The study uses aggregated statistical data (no personal data) structured into three
blocks. The first block covers the electricity balance in GWh, including total generation and
its source structure (nuclear, hydro, thermal) as well as cross-border flows (imports and
exports). The second block is a spatial dataset for 2024, used to compute the Population
Energy Intensity Index (MWh-km?/capita) for districts and regional aggregates. The third
block consists of environmental indicators for 2008—2023, including sectoral CO- emissions
(excluding biomass-fuel emissions) for the energy supply sector (D) and public
administration (O), alongside policy-capacity variables captured by current environmental
protection costs and investments in thousand EUR.

Data were harmonised for units and comparability. Electricity variables were analysed
in GWh, while the spatial index used a consistent conversion to MWh. Time series were
aligned to overlapping periods, with the synthesis emphasising 2008—-2024. Financial series
were processed in nominal terms (thousand EUR) to capture scale and volatility rather than
inflation-adjusted comparisons.

Total electricity generation is defined as the sum over generation sources:

G = Z Gy, , k € {nuclear, hydro, thermal} ()
K

Domestic availability (“total resources”) is operationalised as:
TR, = G, + IM, — EX, 2)
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and the trade balance as:
B, = EX, — IM, 3)

Year-on-year dynamics are quantified using the chain index:

X, (4)
Cl, = X 100,X € {IM,EX}

t—1
and the corresponding percentage change:
_ (X
A, = (Xt_1 1) x 100
Regional relative shifts are captured through the base index comparing 2024 to 2010:

X (6)
2024 % 100

(3)

312024/2010 =
2010

The Population Energy Intensity Index for territorial unit i is defined as:
E; x A; (7)
P;
where E; is energy (MWh), A; area (km?), and P; population, in this paper,
the index is interpreted as a spatially and population-weighted energy burden,
suitable for identifying high-priority territories for energy-efficiency and emission-
reduction policies and for Smart Grid-oriented local planning.

PEII; =

The analysis is descriptive and comparative, focusing on trend characterisation,
volatility assessment and spatial differentiation. From an Al-in-public-administration
perspective, indicators were selected to map onto three Al task classes: forecasting
(generation, imports/exports, emissions), optimisation (flexibility and storage management
under higher renewable penetration), and geospatial targeting (prioritisation of territories for
interventions such as building efficiency upgrades, distributed renewables and distribution-
network measures).
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Figure 5: Data Processing and Analysis for Energy Governance

Source: own proceeding
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The methodology relies on aggregated indicators, which support stable temporal and
spatial comparisons but limit causal identification of observed changes. Exogenous drivers
(e.g., energy prices, weather conditions, regulatory interventions or technology shifts) are
not explicitly modelled; therefore, findings should be interpreted as indicator profiles rather
than causal effect estimates. Financial variables are analysed in nominal terms, which may
reduce cross-year comparability under inflation, although the primary objective here is to
capture magnitude and volatility. A further limitation is the availability of electricity
generation structure in aggregated categories (nuclear/hydro/thermal), without a detailed
breakdown of variable renewables (e.g., PV and wind) within the same block; consequently,
their role is incorporated mainly at the level of Smart Grid implications rather than detailed
production quantification. Despite these limitations, the methodology provides a robust
basis for identifying where Al can support public administration through forecasting,
optimisation and spatially targeted environmental and energy policies.

4 RESULTS

The results reveal significant differences between Slovakia and the EU27 average in
data usage maturity, a key prerequisite for the effective deployment of artificial intelligence
(AD) in public administration and environmental governance. As shown in Figure 1, 46% of
organisations in Slovakia are classified as non-data users, compared to only 25% in the
EU27. This gap indicates limited readiness of the Slovak environment for the systematic
implementation of Al-based solutions in public-sector processes, including energy
management and environmental policymaking. Moreover, the share of advanced data users
and data monetisers is exceptionally low in Slovakia (4%), compared to 18% in the EU27.
This finding suggests that data analytics and Al are not yet perceived as strategic assets by
most Slovak organisations, including public institutions. In the context of environmental
governance, this limits the application of predictive modelling, optimisation algorithms and
Al-supported policy impact assessments. Regarding data sources, Slovak organisations rely
predominantly on internal data, such as business processes (66%), suppliers and business
partners (67%), and customers (64%). In contrast, the use of digital platforms (12%) and
open public data (29%) remains significantly below the EU27 average. This is particularly
relevant for public administration, where open data and platform-based solutions form the
backbone of Al-driven environmental monitoring, energy-efficiency management, and
sustainability-oriented policies.

The analysis of data storage locations indicates a strong preference in Slovakia for local
storage and its own data centres. At the same time, cloud infrastructure is used much less
than in the EU27, especially for large-scale data processing. This may represent a technical
barrier to Al adoption, as many advanced Al applications depend on cloud-based, scalable
computing resources. From an environmental perspective, a critical finding is that only 13%
of Slovak organisations store data to monitor their environmental footprint, compared to
29% in the EU27. This suggests that the potential of AI for environmental impact
assessment, energy consumption optimisation and climate policy support remains
underutilised in Slovakia. The frequency of data analysis further confirms the relatively low
level of data maturity: 24% of Slovak organisations never analyse data. In comparison, an
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additional 20% are unable to specify the analysis frequency. In public administration, this
significantly constrains the deployment of Al systems based on continuous data processing,
such as intelligent energy management or climate adaptation tools.

On the positive side, public and government institutions are among the most frequent
recipients of data in Slovakia (33%), creating favourable conditions for the development of
data-driven public policies and the broader application of Al in environmental and energy
governance. However, realising this potential requires systematic strengthening of data
capabilities, increased use of open data, and targeted investments in advanced analytics and
Al technologies within the public sector (Figure 3).
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Figure 6: Data user profiles, data sources and data utilisation patterns — comparison
of Slovakia and EU27 (2022)

Source: own proceeding

Figure 4 provides a long-term view of electricity generation in Slovakia by source
(nuclear, hydro and thermal) and cross-border electricity flows (imports and exports)
expressed in GWh. The integration of chain indices (year-on-year changes relative to the
previous year) enables interpretation of both the system’s levels and its dynamics, which is
central to data-driven public governance and to the deployment of Al in energy and
environmental policy. Across the observed period, nuclear generation functions as the
structural stabiliser of the electricity mix, exhibiting lower volatility than other sources.
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Hydro generation shows more pronounced interannual variability, which is directly relevant
to climate-driven risks and underscores the need for more accurate forecasting of renewable
availability. Thermal generation fluctuates into a broader band, which is environmentally
sensitive due to emissions and the need to optimise fossil dispatch in line with climate
targets.

The strong dynamics of cross-border flows are evident in the chain indices of imports
and exports, signalling abrupt year-to-year shifts in reliance on external supply or export
capacity. In 2024, imports rose markedly (+36% YoY) and exports also increased (+24%
YoY), confirming volatile trading patterns even under a relatively stable domestic
production base. For public administration, this implies the need for tools that can identify
heightened-risk regimes early (e.g., low hydro output combined with rising imports) and
propose measures that minimise both economic and environmental costs.

In terms of policy-relevant Al deployment, the observed data structure is particularly
suitable for several Al classes that respond directly to volatility and structural linkages
between generation sources and cross-border trading. First, short- and mid-term time-series
forecasting models (e.g., LSTM/GRU, Temporal Fusion Transformer, or gradient boosting
for time-series features) can improve predictions of demand, import needs and hydro
availability under different hydrological scenarios. Their advantage lies in capturing non-
linear relationships and seasonality, thereby enabling preventive public-sector actions (e.g.,
activating flexibility options or adjusting regulatory measures). Second, the results support
optimisation-oriented Al approaches for dispatch and planning, such as hybrid methods
combining machine learning with mathematical programming or reinforcement learning,
which can propose near-optimal portfolios of domestic generation and cross-border flows
while explicitly accounting for emission factors, prices and system constraints. This is
particularly relevant for managing the trade-off between supply reliability and
environmental objectives, as these methods can incorporate both cost and carbon
considerations.

Third, for environmental oversight and early detection of abnormal regimes, anomaly
detection models (e.g., Isolation Forest, autoencoders, or Bayesian change-point detection)
can automatically flag unusual shifts in imports/exports or deviations in source-specific
generation. For public administration, this is a practical capability for market monitoring
and risk assessment with potential environmental impacts (e.g., increased thermal generation
during renewable shortages). Fourth, for strategic and regulatory decision-making, scenario-
based and causal analytical approaches (e.g., ML combined with causal graphs and “what-
if” evaluation) allow policymakers to assess how changes in the generation mix (e.g.,
reduced thermal output or increased renewables) would affect import dependence and
associated emissions. These methods support more transparent and auditable public-sector
decisions, which are crucial for environmental policy and responsible Al use.

Overall, the results show that generation-by-source time series (GWh) combined with
import/export flows and chain indices provide a strong empirical foundation for Al-
supported energy governance in the public sector. They enable not only descriptive trend
assessment but also the development of predictive, optimisation, and monitoring tools that
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can strengthen security of supply, reduce emissions burdens, and improve the achievement
of environmental policy targets.
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Figure 7: Electricity generation in Slovakia by source and cross-border flows
(imports, exports) with chain indices of year-on-year change, 2006-2024

Source: own proceeding

The Population Energy Intensity Index is a spatially oriented indicator that expresses
energy burden relative to territorial area and population (MWh-km?/capita). In this paper, it
is applied as an analytical indicator to identify territories with concentrated energy burden
and as an input variable for Al-supported planning and governance in the public sector,
particularly in energy and environmental policy. The indicator captures spatial differences
linked to economic structure, functional roles of territories, and the spatial organisation of
activities, thereby supporting targeted interventions aimed at improving energy efficiency
and reducing environmental impacts.

Results for 2024 demonstrate substantial heterogeneity across districts and point to
territories with extremely high energy intensity levels. The highest values are observed in
Kosice II (27,034) and Zilina (11,868), with elevated levels also identified in Ruzomberok
(4,662), Malacky (4,445), Brezno (4,277) and Banské Bystrica (4,156). Conversely, very
low values appear in districts such as Banska Stiavnica (17), Svidnik (21), Gelnica (40) and
Senec (50). The wide range suggests a strong spatial dimension to energy burden, shaped by
a combination of urbanisation effects, industrial specialisation, and infrastructure-related
functions. For public administration, this provides an evidence base for prioritising
territories in policy design and for reducing environmental burdens through targeted
measures.

Regional aggregation complements the district-level perspective and confirms distinct
intensity profiles across Slovakia. The highest intensity is recorded in the Bratislava region
(357.87), whereas the lowest value is observed in the Banské Bystrica region (64.81); other
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regions lie between these poles (Trnava 136.51; Trenc¢in 125.91; Nitra 105.14; Zilina 100.85;
Presov 90.21; KoSice 115.32). Additionally, the base index expressed as a percentage (2024
relative to 2010) provides a relative view of long-term shifts in regional energy intensity. It
supports the assessment of structural changes relevant to energy and climate policy.

From an Al-in-public-administration perspective, this indicator is a suitable input for
Al tools integrating geospatial data with demographic and socio-economic variables. Policy-
relevant applications include spatial modelling and territorial typologies (e.g., clustering
districts by intensity profile), predictive modelling of intensity trajectories, and scenario-
based simulations for evaluating policy effects (e.g., impacts of energy-efficiency measures
or decarbonisation strategies). Such Al-oriented approaches improve the targeting of public
interventions, increase the efficiency of resource allocation and support more systematic
achievement of environmental policy objectives.

(MWh * km? / capita)

0 13517 27034

20000

18000

16000

pita

. 14000

12000

/e

= 10000

g

6000

Line, Base index 2024/2010

Colums, MW

g

2000

£

Region of Bratislava Region of Tmava  Region of Trencin  Region of Nitra  Reglonof Zilina  Region of Banské  Region of Prefov  Region of Kodice
Bystrica

Region
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The Population Energy Intensity Index can also be interpreted as an expression of
territorial intellectual capital, capturing how spatial, demographic, and infrastructural
knowledge is embedded within public information systems. High-resolution spatial
indicators enable public authorities to localise energy burdens and prioritise interventions,
thereby transforming geographic data into decision-relevant knowledge. From an IC
standpoint, Al-enhanced spatial analysis strengthens relational capital by improving
coordination between national authorities, regional governments, municipalities, and energy
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communities. At the same time, it reinforces human capital by supporting evidence-based
learning and reducing reliance on ad hoc expert judgment. The territorial dimension of
intellectual capital is particularly relevant for decentralised renewable energy policies,
where local knowledge and institutional trust strongly condition implementation success
(Bontis, 2002; Camagni & Capello, 2013; Kouziokas & Perakis, 2017; Martin, 2004).

The 2008-2023 time series combines two indicator types that are central to
environmental governance in the public sector: (i) sectoral CO:. emissions (excluding
emissions from biomass used as fuel) and (ii) financial inputs into environmental protection,
captured as current expenditure and investments. In the energy supply sector (D — electricity,
gas, steam, and cold air supply), emissions range from roughly 5.2 to 7.7 Mt, reaching 5.238
Mt in 2023. Compared with 2008 (7.677 Mt), this reflects a substantial reduction, although
the trajectory is not monotonic—after lower values early in the decade, emissions
temporarily increased in 2021 (6.074 Mt) and then declined again. This pattern indicates
sensitivity to generation mix and operational regimes, creating a clear role for Al in
emissions forecasting, dispatch optimisation and early detection of deviations from low-
carbon trajectories.

In public administration (O — public administration and defence; compulsory social
security), CO: emissions are an order of magnitude smaller (0.234-0.319 Mt), amounting to
0.240 Mt in 2023. The long-run trend points to a decline relative to 2010 (0.319 Mt), while
short-term increases remain visible (e.g., 2013: 0.278 Mt; 2021: 0.276 Mt). This is relevant
for public governance because it shows that, despite a lower absolute footprint, operational
variability persists and is linked to building operations, energy management, service delivery
and procurement. Al can support public-sector decarbonisation through intelligent building
energy management (predictive heating/cooling control), consumption anomaly detection,
and automated MRV workflows (monitoring—reporting—verification) aligned with ESG
requirements and climate commitments.

Financial indicators simultaneously signal a strengthening resource base for
environmental policy. Current environmental protection costs increased from EUR 479,118
thousand (2008) to EUR 1,279,688 thousand (2023), suggesting a shift towards more
intensive environmental spending. Investments are more volatile: following a peak in 2015
(EUR 581,739 thousand), they fluctuate, reaching EUR 362,723 thousand in 2023. The
combination of rising current costs and fluctuating investments is highly relevant for Al
from a public-finance effectiveness perspective: data-driven models can link spending
patterns to emissions trajectories and identify which intervention types deliver the highest
environmental and emissions impact per euro (cost-effectiveness), supporting portfolio
optimisation, intervention prioritisation and improved investment-cycle planning.
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The set of indicators analysed for 2008—2024 provides an integrated evidence base to
assess energy—environment interactions relevant to public administration and to identify
where artificial intelligence (Al) offers the highest practical value. Combining time series
(electricity generation by source and cross-border flows), spatial indicators (population
energy intensity at district and regional level), impact metrics (sectoral CO. emissions) and
financial inputs (current environmental protection expenditure and investments) enables
interpretation of both long-term trajectories and systemic volatility and disparities—
precisely the conditions under which data-driven governance and Al-supported decision-
making become most justified.

Energy-related results show the stabilising role of nuclear generation as the backbone
of the production mix. At the same time, higher variability is observed in hydro and thermal
output, and particularly in imports and exports. From a public-policy perspective, this
indicates the need for accurate forecasting and optimisation of resource balances under
changing hydrological conditions, availability constraints and trading patterns. In this
context, the Smart Grid concept becomes central, as operational decisions on flexibility,
demand response and the integration of decentralised resources are increasingly dependent
on high-quality (near) real-time data. The findings therefore support the conclusion that the
strongest Al contribution in Slovakia lies in forecasting (demand, generation, risk regimes),
optimisation (flexibility and cross-border flow management) and monitoring (early
detection of undesirable deviations), which together form the functional core of intelligent
grid and system management.

Spatial results based on population energy intensity confirm strong territorial
differentiation of energy burden and the presence of “hotspots”, which are natural candidates
for targeted interventions by public authorities. From a Smart Grid perspective, this
underscores the importance of expanding decentralised low-carbon solutions, including
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renewable energy sources that complement traditional generation. While hydro is the
dominant renewable component in the analysed aggregates, future system management must
also account for variable renewables—particularly photovoltaics (PV) and wind—whose
integration increases flexibility requirements. In practical terms, substantial benefits can be
expected from Al-enabled control of distributed PV systems (including design and
operational optimisation), short-horizon forecasting of PV and wind generation, and
coordinated scheduling with demand and storage.

For municipalities and public administration, a particularly relevant pathway is the
deployment of PV on existing building infrastructure, notably on apartment-building
rooftops and public buildings. Such measures can reduce peak demand, improve local self-
consumption and enhance environmental performance at the territorial level. Al can enhance
the effectiveness of these solutions by enabling intelligent coordination of generation and
consumption at the building or energy community level. A critical complement is renewable
electricity storage and flexibility management (e.g., battery systems and other storage
options), where Al supports optimal charge/discharge scheduling, loss minimisation,
balancing of PV/wind variability and compliance with grid constraints (e.g., congestion
mitigation and local balancing). This improves the feasibility of higher renewable shares
without increasing operational risk.

Impact and financial indicators (CO: emissions and environmental
expenditures/investments) add a measurable dimension of effectiveness and capacity.
Declining emissions in the energy sector—combined with temporal variability—and
increasing current environmental protection expenditure create an opportunity for more
systematic Al use to evaluate policy effectiveness, particularly by linking spending inputs
to outcomes (emission reductions, energy savings, renewable uptake) and by optimising
project portfolios. Overall, the results suggest that the highest Al value for Slovak public
administration is achieved through integrative Smart Grid governance tasks that combine
time-series data, geospatial information, and impact indicators—emphasising forecasting of
variable renewables (including PV and wind), intelligent demand and storage management,
and transparent assessment of environmental benefits.

The findings confirm that Slovakia’s energy and environmental governance already
relies on data structures that, in principle, are well suited for Al-enabled public decision-
making—particularly when framed through Smart Grid functions (forecasting—
optimisation—monitoring). However, the results also show that translating long time series
and spatial indicators into operational Al tools depends on data maturity and institutional
capacity. This aligns with the literature arguing that Al deployment in government is still
more prevalent in service delivery and internal management than in direct policy decision
support, and that key barriers remain data readiness, accountability, and implementation
capability (van Noordt & Misuraca, 2022; Alshahrani et al., 2024). In the Slovak energy—
environment domain, indicators exist, but without systematic data governance and process
integration, Al remains a potential rather than a standard practice.

Electricity balance data and the production mix, combined with volatile imports and
exports, provide a clear Smart Grid use-case profile. The coexistence of a stabilising base
(nuclear generation) and volatile components (hydro variability, cross-border flows, thermal
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dispatch regimes) increases the value of predictive and optimisation models. This supports
the broader argument that Al generates the highest value when systems are dynamic and
near-real-time decision-making is required (Alshahrani et al., 2024). In Slovakia, this
implies strengthening public-sector analytical capacity for balance planning, flexibility
management, and environmental impact assessment via emissions factors and MRV
processes.

Spatial results based on population energy intensity reveal firm heterogeneity across
districts and regions, consistent with studies highlighting regional energy and emission
efficiency differences and structural drivers (Baldz et al., 2020), as well as research on
spatial development and environmental pressure patterns (IzakoviCova et al., 2021). The
added value here is that the indicator enables policy targeting—prioritising territories where
the energy burden concentrates. This directly aligns with decision-support approaches that
integrate indicators with GIS for public decision-making (Kouziokas & Perakis, 2017),
suggesting practical pathways to combine building efficiency interventions, distribution
upgrades, and local RES deployment.

A central discussion point concerns the integration of photovoltaics and wind, even
though they are not separately quantified within the aggregated generation structure used in
this study. Prior work shows that rooftop PV policies can be accelerated through Al-enabled
mapping and targeted incentive design using georeferenced data (Freitas et al., 2023), while
building energy-efficiency decisions can be supported by Al-based frameworks (Tzortzis et
al., 2024). Our results—system volatility patterns and spatial differentiation—provide
precisely the types of inputs required to connect PV deployment on apartment-building
rooftops with demand coordination and storage. From a Smart Grid perspective, Al value
arises not only from RES generation forecasting but also from local balancing (self-
consumption), battery charge/discharge optimisation, and reduced congestion risk in
distribution networks.

Finally, linking emissions time series and environmental expenditures to energy
indicators raises the question of the effectiveness of interventions. This can be confronted
with the argument that simple energy-saving schemes may not deliver the most substantial
long-term efficiency gains without innovation and structural change (Baléaz et al., 2020). Al
can improve the effectiveness of public spending by enabling systematic cost-effectiveness
assessment of project portfolios (investments vs. emissions and energy outcomes) and more
transparent decision-making. At the same time, data quality and standards remain decisive
for Al performance—echoing evidence from public procurement research on how data
structure affects prediction quality (Delina & Macik, 2023) and how NLP tools can be
embedded into public-sector decision support (Siciliani et al., 2023). In Slovakia’s context,
deploying Al for energy and environmental governance therefore requires not only
technology but also robust data governance, skills, and auditable processes.

S CONCLUSION

This paper demonstrated that the combined indicator set for 2008—2024 (energy time
series, import/export volatility, spatial energy intensity, sectoral CO. emissions, and
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environmental expenditure) provides a coherent empirical foundation for Al-enabled energy
and environmental governance in Slovakia’s public administration. The results indicate that
Al delivers the most outstanding value in integrative Smart Grid tasks: forecasting system
dynamics, optimising flexibility, and monitoring impacts. Spatial differentiation of energy
burden further supports targeted public interventions and improves the prioritisation of
measures towards territories with the highest potential for energy savings and emission
reductions.

When confronted with the literature, the conclusions reinforce that successful Al
implementation depends not only on algorithms but on data ecosystem maturity,
standardised data flows, and institutional capacity to operate auditable decision processes.
In Slovakia’s energy—environment domain, public administration has an opportunity to
move Al beyond internal process support towards the core of policy design and
implementation—especially for RES integration, scaling rooftop PV on apartment
buildings, and Al-supported management of renewable electricity storage.

A key practical implication is that public authorities should prioritise building data and
analytical capacity for Smart Grid governance, including data standards, interoperability,
geospatial layers, and MRV mechanisms. Such an enabling environment supports Al
solutions that are predictive, optimisation-oriented and transparent—contributing to security
of supply, more effective RES utilisation, and more systematic achievement of Slovakia’s
environmental objectives.
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POSSIBILITIES FOR THE USE OF ARTIFICIAL INTELLIGENCE
IN THE FINANCIAL MANAGEMENT OF SELF-GOVERNMENT

Lukas CIBIK

Abstrakt: PouZitie umelej inteligencie (AI) v hospoddreni uzemnej samospravy na
Slovensku je zatial obmedzené, no jej potencidl spociva predovsetkym v analytickom
spracovani rozpoctovych dat a podpore rozhodovania. Metody strojového ucenia umozinuju
analyzovat’ komplexné viacrozmerné data o prijmoch a vydavkoch obci, miest a regionov,
identifikovat’ dlhodobé trendy, sezomne vykyvy, nestandardné vydavkové spravanie a
potencidlne rizika. Tieto ndstroje zdroveii umozZiiuju porovnavaci benchmarking
hospodarenia, predikciu rozpoctovych prijmov a podporu strategického planovania.
Prispevok mapuje sucasny stav vyuzivania Al vo verejnej sprave a identifikuje obmedzenia
a vyzvy, ako su kvalita a dostupnost' dat, persondalne a kapacitné limity samosprav,
nejednotnost metodik a otazky transparentnosti a zodpovednosti rozhodnuti podporenych
Al Zaroven sa zdoraziiuje vyznam Al pre zvySenie dostupnosti, zrozumitelnosti a
transparentnosti financnych informacii pre obcanov, ¢o moze podporit doveru verejnosti a
participativne zapdjanie sa do rozhodovacich procesov. Cielom prispevku je poukdzat na
fakt, Ze Al moze predstavovat perspektivny analyticky nastroj pre financné a hospodarske
riadenie tizemnej samospravy, pricom jej praktické vyuzitie vyZaduje systematicky pristup,
primerané kapacity a jasné vymedzenie ulohy v rozhodovacich procesoch. Prispevok
prinasa konkrétne odporucania na vyuzitie Al pre zefektivnenie spracovania dat, presnejsie
rozpoctove planovanie, identifikdaciu rizik a podporu raciondlneho rozhodovania o alokdcii
verejnych zdrojov.

KUrucové slova: umela inteligencia, uzemnd samosprava, verejné financie, hospoddrenie

Abstract: The application of artificial intelligence (Al) in self-government financial
management in Slovakia remains limited, yet its potential lies primarily in the analytical
processing of budgetary data and decision support. Machine learning methods enable the
analysis of complex, multidimensional data on revenues and expenditures of municipalities,
towns, and regions, identifying long-term trends, seasonal fluctuations, atypical spending
behavior, and potential financial risks. These tools also facilitate comparative
benchmarking of fiscal performance, revenue forecasting, and strategic planning support.
This paper examines the current state of Al utilization in public administration and identifies
key challenges, including data quality and availability, personnel and capacity limitations,
methodological inconsistencies, and issues of transparency and accountability in Al-
supported decision-making. It also highlights Al's potential to enhance the accessibility,
clarity, and transparency of financial information for citizens, thereby fostering public trust
and participatory engagement in self-governance. The objective of the study is to
demonstrate that Al can serve as a promising analytical tool for self-government financial
and economic management, provided that its implementation is guided by a systematic
approach, adequate capacities, and clearly defined roles in decision-making processes. The
paper offers concrete recommendations for leveraging Al to improve data processing
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efficiency, achieve more accurate budget planning, identify risks, and support rational
allocation of public resources

Keywords: artificial intelligence, self- government, public finance, financial management

Introduction

In recent years, the issue of artificial intelligence utilization in public administration has
increasingly moved to the forefront of both academic and political discourse, with particular
attention devoted to its potential to enhance efficiency, transparency, and the quality of
decision-making processes. In the context of self-government, however, the application of
artificial intelligence remains a relatively marginal topic, especially with regard to the
management of public finances and the economic governance of municipalities, cities, and
regions (David et al., 2023). At the same time, the financial management of local self-
government is characterized by a high degree of regulation, limited resources, and
substantial heterogeneity among individual self-governing units, which creates specific
conditions for the introduction of innovative analytical tools (Radynskyy et al., 2024).

Current financial management practices in Slovak local self-government are largely
based on traditional analytical approaches, primarily employing descriptive statistics, simple
ratio indicators, and year-on-year comparisons of budgetary variables (Kona, Horvath, Brix,
2022). Although these approaches provide a basic overview of local government financial
performance, their ability to capture complex relationships between revenue and expenditure
items, identify atypical behavior, or forecast future developments in public finances is
limited. At the same time, the growing volume of available budgetary and financial data
creates pressure to adopt more advanced analytical tools that would allow for more effective
processing and interpretation of such information (Svikruha, Mikus, 2024).

In this context, artificial intelligence—specifically machine learning methods and
advanced analytics—represents a potentially significant tool for supporting the financial
management of local self-government. Its contribution does not primarily lie in automated
decision-making, but rather in its ability to analyze multidimensional datasets, identify
hidden behavioral patterns, and provide higher-quality analytical inputs for decision-making
by elected bodies and professional administrative staff. Despite this potential, the level of
practical utilization of artificial intelligence in this area in Slovakia remains low and is
largely confined to partial experiments or conceptual considerations rather than systematic
implementation (Koéna, Kona, 2024).

The introduction of artificial intelligence into the financial and economic management
of local self-government is also accompanied by several challenges and limitations. Among
the key issues are the quality and structure of available data, which are often inconsistent,
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incomplete, or methodologically heterogeneous. Another limiting factor concerns the
personnel and capacity constraints of local self-governments (Machyniak, Richvalsky,
2023), particularly smaller municipalities that lack sufficient professional expertise to
implement and interpret advanced analytical tools. Special attention must also be paid to
issues of transparency, comprehensibility, and legitimacy of Al-supported decisions, as well
as the risk of an excessively technocratic approach to public financial management.

The aim of this article is therefore to analyze the possibilities for using artificial
intelligence in the financial management of self-government, with a focus on its potential in
the analytical processing of financial data, evaluation of economic performance, and
decision support. The article identifies both the benefits and the limitations and risks
associated with the use of artificial intelligence in this area, drawing on practical experience
and the current institutional framework of self-government, with particular emphasis on the
Slovak Republic.

Current State of Artificial Intelligence Utilization in Public Administration

The use of artificial intelligence in public administration currently represents a
dynamically developing yet unevenly established field. At the international level, an
increasing number of initiatives can be identified that focus on the automation of
administrative processes, decision support, and improvement of public service delivery, with
Al implementation primarily concentrated in areas characterized by large volumes of data
and repetitive processes. Despite these trends, the practical use of artificial intelligence in
many countries, including the Slovak Republic, remains fragmented and is often limited to
pilot projects or experimental solutions.

Within public administration, artificial intelligence is most commonly applied as a
supportive tool that does not replace the decision-making authority of public bodies, but
rather serves to enhance analytical, informational, and administrative activities. Typical
examples include chatbots and virtual assistants for citizen communication, automated
document processing, large-scale data analysis, and strategic planning support. A common
characteristic of these applications is their orientation toward reducing administrative
burdens, shortening processing times, and improving information accessibility (Vovchenko
et al., 2019).

At the level of local self-government, the degree of artificial intelligence utilization is
significantly lower compared to central state administration. This situation is primarily
obycnosieno by differing capacities among individual self-governments, limited financial
and human resources, and the absence of a unified methodological framework for
introducing advanced digital tools. Most cities, municipalities, and regions focus their
digitalization efforts primarily on the electronic delivery of services and basic process
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automation, while the use of artificial intelligence in the narrower sense remains rather
exceptional (Yigitcanlar et al., 2021).

Particular attention should be paid to the fact that current Al utilization in public
administration only marginally addresses the area of financial and economic management
(Demidova et al., 2024). Financial processes are often perceived as sensitive and highly
regulated, which increases caution in adopting new analytical approaches (Cao, 2022). At
the same time, there remains a strong reliance on traditional control and analytical
mechanisms embedded in existing legislation and methodological guidelines. As a result,
artificial intelligence is currently applied in this area mainly indirectly, for example through
more advanced analytical tools integrated into existing information systems (Ren, 2025).

The current state of Al utilization in public administration also highlights several
systemic challenges. Among the most significant is the issue of data availability and quality,
which constitutes a fundamental prerequisite for effective analytical modeling. Although
public administration holds vast volumes of data, these data are often fragmented across
different systems, processed according to varying methodologies, and not always available
in machine-readable formats. Another major challenge involves ensuring transparency and
interpretability of Al outputs, particularly in the context of public oversight and
accountability toward citizens (Krasnozhon, Yatsun, 2024).

It follows that artificial intelligence is currently used in public administration primarily
as a supplementary tool aimed at improving efficiency and the quality of information
processing, while its potential in the financial and economic management of local self-
government remains largely underutilized (Amaglobeli et al., 2023). This situation creates
space for deeper analytical discussion regarding the possibilities of applying artificial
intelligence in public finance management, public economic governance, and the allocation
of public resources.

Possibilities for Using Artificial Intelligence in the Financial and Economic
Management of Self-Government

Financial and economic management in self-government constitutes a complex process
encompassing the planning, implementation, control, and evaluation of public resource
management. In municipalities, cities, and regional self-governments, this process is
influenced by several specific factors, including limited revenue competencies, a high
proportion of legally mandated expenditures, and strong dependence on external funding
sources. In this context, artificial intelligence may serve as an analytical tool that enhances
the quality of decision-making processes without disrupting the institutional framework or
replacing the political responsibility of elected bodies.
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Table 1: Possibilities and Potential of AI Utilization in the Financial
Management of Self-Government (Internal Sphere)

Data analytics Machine learning and big data processing
Prediction and trend identification Model-based analysis
Detection of disproportions/divergences Control and monitoring
Benchmarking Comparative and cluster analyses

Source: author’s own processing

One of the primary areas for Al application in self-government financial management
is the analytical processing of budgetary data. Machine learning methods enable the analysis
of large volumes of historical revenue and expenditure data, identification of long-term
trends, seasonal fluctuations, and interrelationships among budgetary items. Compared to
traditional descriptive approaches, these methods provide a more comprehensive view of
a local and regional self-government’s financial condition and allow for a more accurate
capture of fiscal dynamics over time.

Artificial intelligence also demonstrates significant potential in the area of revenue
forecasting. Revenue stability is a key prerequisite for responsible fiscal management, and
in self-government practice, forecasting tax revenues—particularly shared taxes—
represents one of the greatest challenges of budget planning. Advanced analytical models
are capable of incorporating a broader range of variables, such as demographic factors,
macroeconomic indicators, and historical revenue volatility, thereby contributing to more
realistic budget forecasts and reducing discrepancies between planned and actual outcomes.

Another area in which artificial intelligence may play an important role is the
identification of atypical expenditure behavior. Through anomaly detection techniques, it is
possible to identify expenditure items or time periods that significantly deviate from
standard financial behavior observed in comparable local or regional governments. Such an
analytical approach may support internal control systems, auditing, or evaluations of
spending efficiency, enhancing their informational value without replacing existing control
mechanisms.

Artificial intelligence also finds application in benchmarking the financial performance
of self-government. Traditional comparative analyses are often based on simple criteria,
such as municipality size or population, which may not adequately reflect differences in
economic structure, revenue stability, or expenditure priorities. Clustering methods allow
for the grouping of local and regional governments based on multiple financial and
economic indicators simultaneously, thereby increasing the relevance of comparisons and
reducing the risk of misleading interpretations.
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In the context of economic management, artificial intelligence may also contribute to
assessing long-term financial sustainability. By combining data on indebtedness,
expenditure structure, investment activity, and revenue stability, analytical models can be
developed to identify potential future risks in fiscal development. Such models may function
as early warning mechanisms and support strategic decision-making related to investments,
borrowing policy, and multi-year budgeting.

Despite these possibilities, it must be emphasized that the use of artificial intelligence
in the financial and economic management of self-government is contingent upon several
prerequisites. Key among these are data quality and availability, as well as the ability of self-
governments to interpret analytical outputs within specific local and regional contexts.
Artificial intelligence should therefore be understood as a decision-support tool that expands
the analytical capacity of existing approaches rather than as a substitute for professional
judgment and democratically legitimate decision-making.

Benefits of Artificial Intelligence Utilization from the Perspective of Residents and
Citizens in the Area of Self Government Finance and Economic Management

The use of artificial intelligence in the financial and economic management of local and
regional self-government has significant implications not only for internal managerial and
analytical processes but also for residents and citizens, who are the ultimate recipients of
public policies and public services. From the public perspective, artificial intelligence
represents a potential tool for enhancing transparency, comprehensibility, and accessibility
of information on self-government financial management, thereby contributing to increased
trust in public institutions and more active citizen engagement in public affairs.

Table 2: Possibilities and Potential of AI Utilization in the Financial
Management of Self-Government (External Sphere)

Accessibility and availability User-friendly formats

Control and transparency [lustrativeness and informative value

Trustworthiness in self-government

Citizen participation .. i
P p institutions/bodies

Source: author’s own processing

One of the key benefits of artificial intelligence for residents is the simplification of
access to public finance information. Budgets, final accounts, and financial statements of
local self-government are often presented in technical and legally oriented formats that are
difficult for ordinary citizens to understand. Artificial intelligence enables the
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transformation of complex financial data into clearer and more intuitive forms, for example
through automated summaries, visualizations, or interactive dashboards that reduce
informational barriers between local and regional self-governments and the public.

A significant contribution of artificial intelligence also lies in enhancing the illustrative
quality and explanatory value of information on self-government financial management.
Advanced analytical tools make it possible not only to present basic financial indicators but
also to explain their interrelationships and implications for the functioning of municipalities
and cities. As a result, residents may gain a better understanding of changes in expenditure
structures, the impact of investment decisions on indebtedness, or the long-term
development of financial stability.

From the citizens’ perspective, artificial intelligence also has the potential to strengthen
transparency and public oversight of local or regional government finances. Al-based
analytical tools can identify atypical or risky expenditure behavior and communicate such
findings to the public in an understandable manner. This approach enhances the credibility
of financial information and may strengthen perceptions of local self-government as a
responsible and transparent steward of public resources.

Another benefit of artificial intelligence from the residents’ perspective is the support
of participation and informed engagement in decision-making processes. When financial
information is processed and presented in a clear and accessible way, citizens are better
equipped to understand budgetary priorities and to participate meaningfully in discussions
on public expenditures, investments, and local or regional development projects. Artificial
intelligence may thus indirectly support participatory instruments such as public
consultations and participatory budgeting. At the same time, it is necessary to reflect on the
potential risks and limitations of artificial intelligence utilization from the citizens’
perspective. If analytical tools are perceived as opaque or excessively technical, the opposite
effect may occur, leading to reduced trust in public institutions. Particular attention must
therefore be paid to ensuring the interpretability of Al outputs and clearly distinguishing
analytical support from political decision-making, so as to avoid shifting responsibility from
elected bodies to technical tools.

Discussion

The application of artificial intelligence in the financial and economic management of
self-government represents a significant technological and organizational shift with the
potential to fundamentally influence the planning, implementation, and oversight of public
finances at the local and regional levels. However, discussion of this potential requires a
balanced approach that takes into account not only benefits and new opportunities but also
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systemic risks, institutional constraints, and ethical considerations associated with the
implementation of intelligent tools in public administration.

From a positive perspective, artificial intelligence may be viewed as a tool that enhances
financial management efficiency through improved analytical capacity. Machine learning
algorithms are capable of processing large volumes of financial and economic data,
identifying behavioral patterns, and highlighting potential fiscal risks that might remain
unnoticed under traditional analytical approaches. This creates space for more accurate
budget forecasts, higher-quality investment planning, and early detection of financial
imbalances.

Another significant benefit is the potential of artificial intelligence to support more
rational decision-making in the allocation of public resources. Advanced analytical models
can contribute to better evaluation of expenditure program effectiveness, comparison of
alternative development scenarios, and more systematic consideration of long-term fiscal
implications. In this sense, artificial intelligence may function as a tool that strengthens fiscal
discipline and sustainability in self-government.

Positive effects may also be observed in the area of transparency and communication
of financial information. Automated data processing enables the creation of clearer outputs
that may be more comprehensible not only to experts but also to elected representatives and
the general public. Ideally, the use of artificial intelligence can thus contribute to increased
trust in local and regional government financial management and improved public
awareness of the use of public resources.

Despite these positive aspects, substantial attention must be devoted to critical issues
and limitations that may significantly constrain the potential of artificial intelligence in the
local self-government environment. One of the fundamental problems is the quality and
availability of input data (Nzazi et al., 2025). Financial and economic data at the local and
regional levels are often fragmented, non-standardized, or historically incomparable, which
significantly limits the reliability of analytical models. In environments characterized by
incomplete or inconsistent data, artificial intelligence may generate biased outputs that lead
to erroneous decisions (Yaroslavovych, 2025).

Another critical issue concerns the transparency and explainability of algorithmic
outputs. Many advanced artificial intelligence models operate as so-called “black boxes,”
whose internal mechanisms are difficult for users to interpret. In public administration
contexts, where decision-making is bound by principles of accountability, legality, and
public oversight, such opacity may pose a serious problem (Boukherouaa et al., 2021). If
financial recommendations cannot be clearly explained, the legitimacy of the decision-
making process may be undermined.
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A further limitation is the risk of technological determinism, that is, the tendency to
shift responsibility for financial decisions from elected officials and professional staff to
technical tools. While artificial intelligence can provide recommendations and analytical
support, it cannot replace political and value-based decision-making, which is an integral
part of public finance governance. There is a risk that decisions may be legitimized through
“reference to algorithms,” thereby weakening democratic accountability and public debate.

Personnel and institutional constraints also represent a significant challenge. The
implementation of artificial intelligence requires not only technological infrastructure but
also qualified personnel capable of understanding and critically interpreting analytical
outputs. In smaller municipalities, insufficient professional capacity may constitute a major
barrier, leading either to underutilization of Al potential or to uncritical reliance on
technological solutions without adequate expert oversight.

The issue of costs and economic efficiency of artificial intelligence implementation
must also be considered. Although Al is often presented as a tool for increasing efficiency,
its adoption entails high initial investments in software, data infrastructure, and staff
training. Without thorough cost-benefit analysis, there is a risk that investments in artificial
intelligence will not correspond to the actual needs and capacities of self-governments.

Finally, ethical and legal aspects of artificial intelligence utilization in financial
management cannot be overlooked. Issues related to personal data protection, cybersecurity,
and liability for algorithmic errors are particularly sensitive in the public administration
environment. Failure to adequately address these issues may lead not only to loss of public
trust but also to legal disputes and reputational risks for local and regional self-governments.

The discussion on the potential use of artificial intelligence in the financial and
economic management of self-government thus demonstrates that Al is a tool with
significant yet conditional benefits. Its actual contribution depends on data quality,
institutional preparedness, transparency of decision-making processes, and the ability of
self-governments to maintain a balance between technological innovation and the principles
of democratic governance of public finances. It should be noted that artificial intelligence
tools were also used in the preparation of this article as standard digital tools supporting text
processing. Their use was strictly auxiliary and did not influence the authorial concept,
scholarly content, or interpretation of the presented conclusions.

Conclusion

This article focused on analyzing the possibilities of using artificial intelligence in the
financial and economic management of self-government, drawing on the current state of
knowledge, available empirical experience, and theoretical foundations in public finance
and the digital transformation of public administration. The objective was to identify the
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main benefits, potential application areas, as well as the limitations and risks associated with
implementing artificial intelligence tools in decision-making and management processes at
the local and regional levels.

The analysis demonstrated that artificial intelligence represents a promising analytical
tool capable of significantly improving the efficiency of financial data processing,
enhancing budget planning accuracy, enabling timely identification of fiscal risks, and
supporting more rational decision-making in the allocation of public resources. The article
also highlighted its potential to improve transparency and communication of financial
information, particularly through clearer, visualized, and data-driven outputs directed
toward residents and citizens.

At the same time, the article identified several fundamental constraints and critical
issues related to artificial intelligence utilization in self-government. Among the most
significant are data quality and availability, limited explainability of certain algorithmic
models, the risk of weakening democratic accountability through excessive reliance on
technological solutions, as well as personnel, financial, and institutional limitations of self-
governing units. Ethical, legal, and security aspects of artificial intelligence utilization in
public finance also remain particularly sensitive.

It must be emphasized that the conclusions of this article are based on the current
knowledge base, which is inherently shaped by the present state of technological
development, legislative frameworks, and societal discourse. Given the extraordinarily
dynamic pace of artificial intelligence development, as well as rapid institutional and
societal changes in public administration, it cannot be ruled out that some assumptions,
evaluations, or recommendations formulated today may prove incomplete, inaccurate, or
even represent dead ends in future development.

For this reason, continued systematic and interdisciplinary research is essential,
particularly research focused on empirical verification of the benefits and risks of artificial
intelligence in the local and regional self-government environment. This should include case
studies, comparative analyses, and long-term evaluations of impacts on financial
management, decision-making quality, and public trust. Future research should also address
regulatory frameworks, ethical considerations, and education and training of public
administration employees, which will be decisive for the responsible and sustainable use of
artificial intelligence in public finance.

In conclusion, artificial intelligence should not be perceived as a universal solution to
the challenges of financial and economic management in self-government, but rather as a
potentially powerful tool whose benefits will depend on the manner of its implementation,
the degree of critical reflection, and the ability of public institutions to adapt to rapidly
evolving technological and societal conditions.
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UMELA INTELIGENCIA A PRINCiP PRAVNEJ ISTOTY V
ROZHODOVANI VEREJNEJ SPRAVY: TEORETICKOPRAVNE
VYCHODISKA A APLIKACNE RIZIKA

Mgr. Patrik Hajdu

Abstrakt: Prispevok analyzuje interakciu medzi zavadzanim umelej inteligencie do verejnej
spravy a ustavnym principom pravnej istoty. Autor skuma rizika tzv. ,, black box*
algoritmov, ktoré ohrozuju preskumatelnost a odovodnenost spravnych aktov. Text
konfrontuje europsky regulacny ramec (Al Act, GDPR) s aplikacnou praxou a identifikuje
deficit transparentnosti pri automatizovanom rozhodovani. Zaver formuluje legislativne
navrhy de lege ferenda zamerané na institucionalizaciu ludského dohladu a vysvetlitelnosti,
ktoré su nevyhnutné pre zachovanie Standardov materidalneho pravneho Statu.

KPucové slova: umela inteligencia, prdavna istota, sprdavne konanie, odovodnenie
rozhodnutia, Al Act.

Abstract: This paper analyses the interaction between the deployment of artificial
intelligence in public administration and the constitutional principle of legal certainty.
The author examines the risks of "black box" algorithms that threaten the reviewability and
reasoning of administrative decisions. The text confronts the European regulatory
framework (Al Act, GDPR) with application practice, identifying a transparency deficit in
automated decision-making. Finally, de lege ferenda proposals are formulated, focusing on
institutionalising human oversight and explainability, which are essential for maintaining
rule of law standards.

Keywords: Artificial intelligence, legal certainty, administrative proceedings, reasoning of
decisions, Al Act
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Uvod

Verejna sprava na Slovensku prechddza fazou vyraznej transformécie, ktora nemozno
redukovat’ len na informatizaciu procesov. Prebiehajuci technologicky posun, pohanany
globélnym néastupom umelej inteligencie (d’alej len ,,AI"), predstavuje kvalitativhu zmenu v
samotnej podstate vykonu verejnej moci. Zatial’ ¢o tradi¢ny e-Government sa sustredil na
efektivitu prenosu informacii, nastupujica €ra verejnej spravy aspiruje na automatizaciu
samotné¢ho rozhodovacieho procesu, ¢ize na substiticiu 'udského Cinitela algoritmickym
systémom pri aplikacii prava.

Tento trend uZz nie je viziou, ale postupnou realitou. Slovenska narodna koncepcia
informatizacie na roky 2026-2030 (MIRRI SR, 2025) explicitne pocita s inteligentnymi
asistentmi na optimalizaciu procesov. Implementacia Al vSak nardza na ustavnopravne
limity. Spravne pravo, postavené na zodpovednosti I'udského uradnika, sa musi vyrovnat s
entitou bez vedomia, ktora spracovava data rychlostou nedokazatel'nou pre ¢loveka.

Cielom prispevku je analyzovat interakciu medzi principom pravnej istoty a
nasadzovanim automatizovanych rozhodovacich systémov, pricom autor identifikuje
klacové legislativne a technické podmienky nevyhnutné pre Gstavne konformné vyuzitie
tychto technoldgii. Prispevok taktiez vyuziva metddu teoreticko-dogmatickej analyzy
pravnych noriem, judikatury a odbornej literatiry, doplnenti o navrhy de lege ferenda.

1. Fenomén ,,black box* algoritmov a princip pravnej istoty

Automatizované rozhodovanie a umeld inteligencia vo verejnej sprave neraz pdsobia
ako cesta k rychlejSim a efektivnej$Sim sluzbam. Znie to lakavo, lenze v praxi tu nardzame
na zasadny problém. Tato efektivita ¢asto bojuje s tym, o je zdkladom pravneho $tatu, s
transparentnost'ou, zodpovednostou ¢i v neposlednom rade spravodlivostou. Zatial' ¢o
moderné administrativne pravo je postavené na predvidatelnosti, transparentnosti a
povinnosti odovodnit’ rozhodnutie, technologie strojového ucenia funguju na principoch,
ktoré su s tymito poziadavkami ¢asto nezlucitelné (Calo, Citron, 2021).

V pravnom diskurze oznacuje pojem ,black box" systémy, ktorych vnutorné
fungovanie zostava netransparentné. Pri umelej inteligencii to plati dvojnasobne. Tieto
modely nepracuju s jasne zadanymi pravidlami, ale nachadzaju skryté vzory v trénovacich
datach. Ako ukazuju Wachter, Mittelstadt a Russell (2017), moderné systémy strojového
ucenia funguji na baze miliénov prepojenych premennych, co robi technicky mimoriadne
naroénym laikovi zrozumitelne vysvetlit, preCo systém dospel ku konkrétnemu
rozhodnutiu.

Ked’ rozhodnutie vychédza z vypoctov neurdnovej siete, uradnik casto nevie pontknut’
zmysluplné vysvetlenie. Analyza Demkovej (2024) hovori, ze v systéme rozdelenej
zodpovednosti sa pravo na vysvetlenie stava ,,najslabSim ¢lankom retazca®. Ak tradnik
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(nasadzovatel’) len preberie vysledok algoritmu, napriklad pri vizovom konani, bez toho,
aby rozumel wvnutornej logike, nedokaze adresatovi poskytnut’ skutkovi kauzalitu
rozhodnutia. Bez tohto ,,integrované¢ho® pristupu k vysvetleniu sa pravo na obhajobu stdva
len formélnym, ked'Ze jednotlivec nevie identifikovat’, ¢i diskriminacia nevznikla uz pri
navrhu systému.

V kontexte slovenského prava na tento problém poukazuje Mesarcik a Gyurasz (2024),
podla ktorych prebratie vysledku algoritmu bez pochopenia kauzality (napriklad pri
vizovych konaniach) znemoziuje adresatovi t¢innl obranu, ¢im dochadza k popretiu prava
na spravodlivy proces. V praxi vidime tradnikov, ktori ¢asto nerozumeju systémom, s
ktorymi pracuji. Napriklad v Spojenych Statoch americkych, v State Arkansas ¢i Idaho
uradnici priamo na sude priznali, Ze nedokdzu vysvetlit, preco systém znizil pomoc
zdravotne postihnutym. Stud preto takéto rozhodovanie oznacil za svojvol'né (Calo, Citron,
2021). Carlsson (2023) zas vo svojej Studii na priklade Svédskeho tradu prace ukazuje, ze
tiradnici cely systém vnimaju ako ,,éiernu skrinku®. Castokrat nemaju ani potuchy, ¢o sa
deje vo vnutri, a preto si zvykli vyhybat’ sa priamym stretom s klientmi.

Tento deficit vysvetliteI'nosti nie je len technicky alebo prakticky problém. Prerasta do
ustavnopravnej roviny. Pravna istota tvori jadro materialneho pravneho §tatu podla ¢l. 1 ods.
1 Ustavy Slovenskej republiky. Ustavny std Slovenskej republiky ju dlhodobo spaja s
predvidatenostou rozhodovania verejnej moci (Ustavny sid SR, 2019). Verejnd moc
mozno vykonavat' Ustavne prijatelne iba vtedy, ked’ vysledok rozhodnutia nie je len
formalne v sulade so zdkonom, ale aj rozumne oddvodneny a preskumatelny, a to pre
adresata rozhodnutia aj pre sud, ktory vykonéva kontrolu (Wilfling, 2013). Pravna istota nie
je len o tom, Ze rozhodnutie je formalne zdkonné, ale Ze obCan chépe, preco je zdkonné, ¢im
sa buduje legitimita verejnej moci.

Rozhodnutie verejnej spravy musi zvladnut’ aj test racionality. Ked’ uradnik nerozumie
vnutornej logike ,,black box‘ algoritmu a rozhodnutie stoji na jeho vystupe, pravna istota
slabne. Straca sa predvidatel'nost’ rozhodovania, a to je pre doveru vo verejnu spravu
zasadny problém, predovsetkym pre zraniteI'né skupiny obyvatelov (Carlsson, 2023). Na
prvy pohl'ad rozhodnutie vyzera ako vysledok racionalneho uvazovania. V skutoc¢nosti vsak
ten, koho sa tyka, vobec nevidi, na com je zaloZené, o potvrdzuje vyssie spomenuty pripad
zo Svédska. Algoritmy spractvaju korelacie v datach, no tie nemusia mat’ kauzalny zaklad,
aky pravo vyzaduje (Yeung, 2018).

Podstata problému je jednoduchd, ¢lovek narazi na mocensky zasah, ktory nedokaze
pochopit’, nieto este napadnut’. Uradnici asto sami nevedia vysvetlit, pre¢o systém funguje
tak, ako funguje. Ked’ nerozumeju jeho logike, nemézu ani zmysluplne zdovodnit’ svoje
rozhodnutia (Calo, Citron, 2021). Takato situacia nardza na pravo na spravodlivy proces aj
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na pravo na uinny prostriedok napravy. Pokial’ rozhodnutie neddva jasné dévody, obrana
straca zmysel.

Automatizované rozhodovanie postavené na netransparentnych algoritmoch tak nerobi
len chyby na urovni jednotlivcov. Ohrozuje aj samotnu podstatu rozhodovacieho procesu.
Alvrozhodovani nie je ¢istou technoldgiou bez hodnot — funguje napriklad ako tzv. moralny
naraznik (zodpovednost’ presuva na stroj) a Casto vedie k tomu, ze tradnici bez kritiky
prijimaju algoritmické odporucania (tzv. automatizacné skreslenie) (Busuioc, 2021). Pravna
istota je tak dnes, v ¢ase algoritmov ovel'a krehkejSia. Moderné pravo stoji na texte a jeho
vyklade, no nardza na datami riadené systémy, ktorym vedomé timysly a vyznam l'udského
konania ni¢ nehovoria, pricom Hildebrandt (2016, s. 30) v tejto stuvislosti priamo vyzyva:
,Musime architektom online sveta vysvetlit, Ze pravo nie je len informéciou o pravnom
ucinku nasich ¢inov, ale aj o vykone tohto uc¢inku, pricom musime preukazat’, ze sila zdkona
nie je rovnocenna s u¢inkami pocitacového kodu.

2. Legislativny ramec: od GDPR k AI actu

Europska tnia v poslednych rokoch zisadne meni pravidld pre automatizované
rozhodovanie. Kym Nariadenie (EU) 2016/679 zname ako Vieobecné nariadenie o ochrane
udajov (dalej len ,,GDPR*) chranilo hlavne jednotlivca pred dosledkami plne
automatizovaného spractvania udajov, nové Nariadenie (EU) 2024/1689, zname ako Akt o
umelej inteligencii (d’alej len ,,Al Act®), prichadza s uplne inym pristupom. Stavia na
hodnoteni rizik samotnej technolédgie a zavadza ovela SirSi systém dohladu, vratane zakazu
systémov Al ur¢enych na hodnotenie socialneho spravania fyzickych osob (€l. 5 ods. 1 pism.
c) Al Act).

Clanok 22 ods. 1 GDPR dava dotknutej osobe pravo, aby o nej nerozhodoval vyluéne
automatizovany proces, vratane profilovania, ktory ma pravne ucinky alebo ju inym
vyznamnym spdsobom ovplyvni (Mesarcik, Gyurasz, 2024). Inymi slovami, ak rozhodnutie
zasadne zasiahne do zivota Cloveka, nemdze byt postavené len na automatizovanom
spracovani udajov. Hoci je toto ustanovenie Casto interpretované ako vSeobecny zékaz
automatizované¢ho rozhodovania, v praxi verejnej spravy moze nardzat’ na znacné limity.
Najvacsim limitom c¢lanku 22 je, Ze ochrana sa vztahuje len na rozhodnutia zaloZené
,vylu¢ne* na automatizovanom spracovani. Wachter, Mittelstadt a Floridi (2017) upriamuja
pozornost’ nato, ze takato formulédcia otvara legislativnu dieru. Staci, aby do procesu
formalne zasahoval ¢lovek a proces uz nespiiia podmienku ,,vyluéne® automatizovaného
rozhodovania. Podl'a vyboru Eurdpskeho uradu pre ochranu tudajov (2018) vSak takyto
Pudsky zasah nesmie byt iba formalny (tzv. rubber-stamping). Skuto¢ny dohl'ad vznika
vtedy, ke’d rozhodnutie posudzuje niekto, kto ma pravomoc a odvahu rozhodnutie upravit’.
V opac¢nom pripade sa 'udsky prvok stava iba formalitou na obidenie ¢l. 22 GPPR.
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V sektore verejnej spravy vsak plati vynimka podla ¢l. 22 ods. 2 pism. b) GDPR. Ta
umoziuje automatizované rozhodovanie, ked’ to povol'uje pravo Unie alebo ¢lenského $tatu.
Zaroven toto pravo musi obsahovat’ jasné opatrenia, ktoré chrania prava a slobody dotknute;j
osoby (Mesarcik a Gyurasz, 2024). V praxi tak Stat moze zaviest automatizované systémy,
napriklad na vypocet dani alebo socidlnych dévok, ak poskytne potrebné zaruky, najmi
pravo na l'udsky prieskum, odévodnenie rozhodnutia a moznost’ napadnutia. Otazka je, ¢i
tieto zaruky naozaj stacia, ked’Zze Casto chyba jasnd vnitorna logika systému, teda ide o
spominany ,,black box* problém. Kvoéli tomu je pre Cloveka tazké rozhodnutie spochybnit’
alebo sa branit, ked’ ani nevie, na zédklade coho systém rozhodol (Wachter, Mittelstadt a
Floridi, 2017).

Al Act meni pohl'ad na umelt inteligenciu. Uz nejde len o individualne prava, ale viac
o bezpecnost’ produktov a ochranu zékladnych prav. KI'icom je rozdelenie systémov podl'a
toho, aké riziko predstavuju. Pre poskytovatel'ov aj pouzivatel'ov takychto systémov z toho
vyplyvaju prisne povinnosti. Priloha III Al Actu radi Al systémy, ktoré trady pouzivaju na
pridelovanie socialnych davok a sluZieb, medzi vysokorizikové (Nariadenie EU 2024/1689,
2024). Je to jasné, takéto systémy rozhoduju o tom, ¢i l'udia dostan pomoc, od ktorej zavisi
ich kazdodenny zivot. V pripade chyby systému, napriklad nespravneho pozastavenia
davky, nejde len o technicku chybu. Takéto rozhodnutie priamo zasiahne do ddstojnosti
¢loveka a moze ohrozit’ jeho prezitie.

Podobne su ako vysokorizikové klasifikované tie systémy, ktoré sa pouzivaji v oblasti
migracie, azylu a kontroly hranic. Ide napriklad o softvér na hodnotenie, ¢i niekto
predstavuje bezpe€nostnii hrozbu, overovanie pravosti dokladov alebo rozhodovanie o
ziadostiach o azyl (Nariadenie EU 2024/1689, 2024). Ludia, ktorych sa tieto rozhodnutia
tykajli, st v mimoriadne zranitel'nej situdcii a ich budicnost’ zavisi od verdiktu uradov.
Préave preto treba, aby tieto systémy boli presné, nediskriminacné a fungovali transparentne.

Clanok 14 Al Actu zavadza poziadavku na Pudsky dohl'ad. Vysokorizikové systémy
musia byt navrhnuté tak, aby ich mohli pocas pouzivania efektivne kontrolovat’ fyzické
osoby. Ide hlavne o to, aby sa zabranilo hrozbam pre zdravie, bezpecnost’ alebo porusenie
zékladnych prav, aj ked’ systém pouzivame spravne (Nariadenie EU 2024/1689, 2024).

Calo a Citron (2021) upozoriiuju, Ze hrozi ,kriza legitimity®, ked’ Gradnici nedokazu
pred sudom vysvetlit, preco rozhodli tak, ako rozhodli, lebo sami netusia, ¢o sa v systéme
odohralo. Al Act na to reaguje tak, Ze vyzaduje, aby dohl'ad vykonavali l'udia s odbornymi
znalostami a pr&vomocou rozhodnutia systému odmietnut’ alebo zvratit’. Tito 'udia nie st
len pasivnymi pozorovateI'mi ale musia rozumiet’ tomu, ¢o kontroluji, a zaroven mat
dostatok autority na to, aby mohli zasiahnut’, ak nie¢o nie je v poriadku (Nariadenie EU
2024/1689, 2024).
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3. Aplikacné rizika a limity sidneho prieskumu

V podmienkach slovenského spravneho prava nardza vyuzitie Al na rozpor so zasadou
materidlnej pravdy zakotvenou v § 3 ods. 4 a § 32 zakona €. 71/1967 Zb. Ako upozoriiuju
Mesarcik a Gyurasz (2024), zatial’ co spravny poriadok vyzaduje zistenie skutocného stavu
veci, prediktivne modely pracuji len s mierou pravdepodobnosti, o by pri absencii
I'udského prieskumu viedlo k nezakonnosti rozhodnuti. Preto ked’ trady za¢nu pouzivat
automatizované rozhodovacie systémy, nardzaju na problémy, ktoré presahuju technologiu
a ida az k samotnému jadru tstavy. Hoci pravne predpisy stanovuju ramcové pravidla pre
automatizované¢ rozhodovanie (pozri kap.2), pri néaslednom sidnom prieskume
konkrétnych rozhodnuti sa ukazuji vaZne nedostatky. Vznikd tu nerovnovaha, tzv.
informacnd asymetria medzi Uradom, ktory méa k dispozicii algoritmus, a Uc¢astnikom
konania alebo samotnym sudom. Tento rozdiel v pristupe k informécidm priamo ohrozuje
kontradiktérnost’ konania a pravo na ucinnu sudnu ochranu.

Ak chceme hovorit’ o preskimatelnosti spravneho rozhodnutia a o tom, ¢o znamena
kvalitna verejna sprava, musime zacat’ pri administrativnom spise. Prave ten ukazuje, ako
urad postupoval, od zistovania faktov, cez ich pravne posudenie, az po samotné rozhodnutie.
V prostredi plnej automatizacie vSak dochadza k situacii, kedy sa administrativny spis v
tradiénom zmysle vytraca (Mesarcik, Gyurdsz, 2024).

V aplikacnej praxi moze vzniknut problém preskiimatelnosti, ak je rozhodovanie
zalozené na Al modeli, ktorého ,vnitorné“ dévody nie su pre l'udi transparentné.
Poziadavka na vysvetliteI'nost pritom smeruje k tomu, aby bolo mozné spétne identifikovat’,
ktoré faktory a v akej miere ovplyvnili vysledok, ¢o stvisi aj s poziadavkou odévodnenia a
preskimatel'nosti rozhodnutia (Urban, 2025). Takyto stav spdsobi, Ze zalovany spravny
organ Celi dokaznej nudzi. Napriek tomu sa spolicha na ,prezumpciu spravnosti*
algoritmického vystupu, hoci ju nevie podlozit’ konkrétnymi faktami. Ked’ spravny organ
nedokaze sudu ukazat' overitelny zdznam o tom, aké vstupné data pouzil a aké vahy
algoritmus priradil, sud tak nema Sancu na redlnu kontrolu. Sudny prieskum sa tym padom
meni len na formalitu bez skuto¢ného obsahu. Tento stav sa dostava do priameho rozporu s
§ 47 ods. 3 Spravneho poriadku, ktory vyzaduje, aby odévodnenie rozhodnutia obsahovalo
uvahu, ktorou sa spravny organ riadil pri hodnoteni dokazov. Ak je touto uvahou
nepristupny algoritmus, absentuje zakonna nalezitost rozhodnutia, ¢o ho robi
nepreskumatelnym.

V pripade rozhodnuti zalozenych na modeloch typu ,black box“ (analyzovanych
vysS$ie) absentuje moznost’ rekonstruovat’ kauzalnu linku rozhodnutia.

Sudny dvor EU vylozil &l. 15 ods. 1 pism. h) GDPR tak, Ze dotknut4 osoba méa dostat’
zmysluplné informacie o pouZitom postupe, t. j. relevantné a zrozumitelné vysvetlenie
postupu a zasad pouzitych pri automatizovanom rozhodovani v jej pripade, aby mohla
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ucinne uplatnit’ svoje prava vratane prava napadnit’ rozhodnutie podla ¢l. 22 ods. 3 GDPR
(SDEU, 27. 2. 2025, C-203/22, EU:C:2025:117).

Rozhodnutie holandského stdu v pripade systému SyRI (System Risk Indication) sluzi
ako jasné varovanie pre slovenské pravne prostredie, ked’ pride na zavadzanie
automatizovanych systémov do verejnej spravy. SyRI mal odhal’'ovat’ podvody v socidlnom
zabezpeceni. Sud ho vSak zastavil, pretoze poruSoval ¢lanok 8 Eurdpskeho dohovoru o
I'udskych pravach (Van Bekkum, Borgesius, 2021). Sud konStatoval, ze legislativa tykajiaca
sa SyRI nemala dostato¢né zaruky pre transparentnost’ a overitelnost’. Cudia nevideli do
systému, nerozumeli, preco ich oznacil za rizikovych, a tym pddom sa nemohli branit’. Tento
rozsudok pripomina, ze technické efektivita nikdy nesmie potlacit’ transparentnost’, pretoze
je nevyhnutnd, ak mé existovat’ sidny dohl'ad. Pre slovenské spravne stdnictvo z toho
plynie jasné ponaucenie, kazdy systém, ktory verejna sprdva pouziva, musi svoje
rozhodnutia vediet’ vysvetlit’ tak, aby ich sud mohol preskumat’. Inak riskuje zasah do prava
na sukromie a spravodlivy proces (Van Bekkum, Borgesius, 2021).

Hlavna otdzka znie, kto je zodpovedny, ked’ rozhodnutie nevydal clovek, ale
algoritmus. Tento problém nie je len teoreticky. V praxi moze spoOsobit, ze sa k
zodpovednosti nedostane nikto, hoci doslo k pochybeniu (Matthias, 2004). Vzniké otazka
zodpovednosti za chybny vystup sposobeny skreslenymi datami alebo chybou v kode.

Tradi¢né predstavy o administrativnopravnej zodpovednosti stoja na tom, Ze konkrétny
subjekt nieCo porusi a za to nesie nasledky. Pri zlozitych Al systémoch sa ale zodpovednost’
rozpada medzi viacerych hracov. Od vyrobcu softvéru, dodavatela dat a napokon uradnika,
ktory systém pouziva. V kontexte zakona ¢. 514/2003 Z. z. o zodpovednosti za Skodu
sposobent pri vykone verejnej moci tak vznika riziko, ze Stat bude niest’ objektivnu
zodpovednost’ za nezakonné rozhodnutia, no nebude schopny uplatnit’ regres voci
uradnikovi (pretoze ten konal v dobrej viere v systém) ani voci dodavatel'ovi (ak nebola
adekvatne nastavena zmluva).

MozZno konstatovat, Ze integracia Al do rozhodovacich procesov bez adekvatnych
procesnych zaruk predstavuje riziko oslabenia poziadaviek spravodlivého procesu. Ked’ sa
rozhodovanie opiera o nepriehladné algoritmické modely bez moznosti zrozumitelne
vysvetlit' dovody rozhodnutia, dochadza k oslabeniu preskimatel'nosti a tym aj k zniZeniu
garancii pravnej ochrany. Urban v tejto suvislosti pripomina vyznam odovodnenia a
vysvetlitelnosti rozhodovania pri vyuziti algoritmickych modelov pre zachovanie
spravodlivého procesu (Urban, 2025).

Zaver a odporucania de lege ferenda

Predkladand analyza nas privadza k ambivalentnému zaveru. Integracia umelej
inteligencie do procesov verejnej spravy predstavuje akprilezitost na odstranenie
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byrokratickej zat'aze a zrychlenie konania, ¢o je plne v sulade s principom dobrej spravy.
Avsak, tato technologicka efektivita nesmie byt’ dosiahnuta na tkor erézie pravneho Statu.
Ako varuje Urban (2025), ocitame sa v situdcii, kedy sa Al moze stat’ ,,zIym panom*, ak jej
dovolime diktovat’ pravidla bez moralneho kompasu.

Najviacsim rizikom nie je technologické zlyhanie, ale naopak, presné aplikacia chladnej
logiky bez zohladnenia individudlneho kontextu a l'udskej dimenzie spravodlivosti.
Abelovsky (2016) v tejto suvislosti hovori o ,,neomylnom stroji“, ktory mdze vyhodnotit’
stav bezpravia ako dokonaly poriadok, pretoze mu chyba cit pre spravodlivost’.

Identifikované¢ aplikacné rizikd, najmd fenomén ,black box*“ a absencia
administrativneho spisu, preto implikuji nevyhnutnost okamzitej legislativnej reakcie.
Nejde len o kozmetické Upravy, ale o fundamentalnu obranu tstavnosti. Aby sme predisli
nastupu ,.digitalnej byrokracie* iminnej vo¢i sudnemu prieskumu, navrhujeme prijat
nasledujuce opatrenia de lege ferenda:

A) Novelizacia Spravneho poriadku: InStitut ,,automatizovaného spravneho aktu

W

Slovensky pravny poriadok, konkrétne zédkon ¢. 71/1967 Zb. o spravnom konani,
potrebuje reagovat’ na dnesnu technologicku realitu a zaviest’ institut ,,automatizovaného
spravneho aktu®. Teoretické vychodiskd aj zahrani¢né skusenosti, napriklad nemecky § 35a
VwVTG, ktory rozobera Seféik (2025), zaradzuje automatizaciu len tam, kde zdkon nedava
spravnemu organu priestor na ivahu ¢i diskre¢nt pravomoc. Pri jednoduchych, opakujtcich
sa rozhodnutiach, ktoré nevyzaduju interpreticiu neurcitych pravnych pojmov,
automatizacia funguje a prinasa efektivitu (Kristofik, 2023). Lenze ked’ uz treba hodnotit’
skutkové okolnosti, zvazovat’ konfliktné hodnoty alebo interpretovat’ pravo v zlozitych
pripadoch, I'udsky prvok musi zostat’ zachovany. Ako pripomina Abelovsky (2016), pocitac
nikdy nenahradi samostatné rozhodovanie sudcu alebo spravneho organu v plnom rozsahu.
Chyba mu schopnost’ pracovat’ s hodnotami a intuiciou, ktoré su pre individualnu
spravodlivost’ nenahraditel'né.

B) Povinnost’ Vysvetlitel’'nej Al a zakaz ,,black box* systémov

Stat musi zakézat' obstaravanie a pouzivanie tzv. ,,black box* systémov pri rozhodovani
o pravach a povinnostiach I'udi ¢i firiem. Algoritmus, ktorého postupy ostavaju skryté,
jednoducho nemé v pravnom rozhodovani miesto. Pravo na odévodnenie rozhodnutia si
vyZzaduje, aby bolo jasné, ako systém dospel k vysledku (Kristofik, 2023). Pri verejnom
obstaravani technologii treba trvat’ na tom, aby boli systémy auditovatelné a vysvetliteI'né.
Urady sa nesmu nechat’ zatlagit’ do kuta dodavatel'om, ktory by pod zamienkou obchodného
tajomstva odmietol zverejnit, na zaklade ¢oho systém rozhoduje. Pezlar (2025) v analyze
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Al systémov v trestnom prave vysvetluje tzv. ,,Glass Box*, teda priehl'adu skrinku ako
rozumny kompromis medzi efektivitou a zadkonnost'ou.

C) Procesna poistka: Garancia 'udského prieskumu v druhom stupni (Human
Appeal) Ak sa drzime humanocentrického pristupu, ktory tvori zaklad eurdpskej regulécie
(Mesarcik, Gyurasz, 2024), musime v procesnych predpisoch garantovat’ absolitne pravo
ucastnika konania na ,,ludsky prieskum* vzdy, ked rozhodnutie vydal automatizovany
systém. Tato poistka zabezpecuje, ze o opravnom prostriedku o odvolani alebo rozklade,
nemdze rozhodovat’ d’alsi algoritmus. Musi to byt konkrétny tradnik s plnou pravomocou
a osobnou zodpovednostou, priCom jeho totoznost’ musi byt v oddévodneni rozhodnutia
uvedenda (podobne ako v § 47 ods. 1 Spravneho poriadku). Ajked pouzivame
automatizované systémy, stale musime zachovat’ moznost’ 'udského zasahu, aspon v podobe
odvolania k ,,’udskému* sudcovi &i tradnikovi. Ustavnopravne limity stanovuju, Ze finalne
rozhodnutie musi robit’ ¢lovek. Ten nesie mordlnu aj pravnu zodpovednost za svoje
rozhodnutia. Ako formuloval Abelovsky (2016), ak ma byt zachovana spravodlivost,
posledné slovo musi vzdy patrit’ cloveku. Inak riskujeme uplatiovanie technologie aj také
pravo, ktoré by sme ako spolo¢nost’ odmietli, a nebude tu nikto, kto by to mohol napravit'.

Uvedené navrhy reaguju na zistené rizika: bod (A) reflektuje poziadavku zachovat
ludsky faktor tam, kde je to pre pravnu istotu nutné, bod (B) adresuje problém
netransparentnosti algoritmov a bod (C) garantuje pravo ucastnika konat pred l'udskym
rozhodcom.

K zaveru mézeme dodat’, ze podl'a Radbruchovej formuly plati nasledovné: ked
algoritmus rozhodne podl'a zakona, ale vysledok je hrubo nespravodlivy, musi zasiahnut
Clovek-sudca, ktory uprednostni skuto¢ni spravodlivost pred slepou poslusnostou
technologii. Ked pravo strdca cit pre spravodlivost, technologia jednoducho nestaci
(citované podl'a Abelovsky, 2016).
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IMPI:EMENTACIA AI'VO VEREJNEJ SPRAAVE A SP(A)SOBVY JEJ
ZNEUZITIA V KONTEXTE NARUSANIA DOVERY SPOLOCNOSTI

Mgr. Adrian DZUBINA

Abstrakt: Prispevok sa zameriava na analyzu uplatnenia umelej inteligencie v sprave veci
verejnych s dorazom na jej prinosy, rizika a spolocenské dosledky v kontexte narusania
dovery obcanov vo verejné institucie. Cielom publikacie je komplexne preskumat moznosti
vyuzitia Al pri modernizacii vykonu verejnej moci, ako aj poukazat’ na problematicke formy
jej zneuZivania zo strany externych aktérov. V teoretickej casti je pozornost’ venovand
pojmovému vymedzeniu umelej inteligencie, jej interdisciplinarnemu charakteru, ako aj
zdkladnéemu rozliseniu medzi prediktivnou a generativnou Al. Nasledne su identifikované
vybrané oblasti jej praktického nasadenia, najmd automatizacia administrativnych
procesov, komunikdacia s obcanmi a sprava kritickej infrastruktury. Osobitny doraz je
kladeny na negativne javy spojené s rozvojom generativnej umelej inteligencie,
predovsetkym pri tvorbe a Sireni deepfake obsahu. Prispevok v zdavere zdoraznuje potrebu
vyvazenéeho pristupu k implementacii Al vo verejnej sprave, ktory prepdja technologicky
rozvoj s etickymi principmi a ochranou verejného zaujmu.

KUlucové slova: umela inteligencia, verejna sprava, deepfake obsah, investicné podvody

Abstract: This article analyzes artificial intelligence usage in public administration,
emphasizing its benefits, risks, and social consequences within the context of undermining
citizens’ trust in public institutions. The publication aims to examine Al's potential to
modernize public power execution, while also highlighting its misuse by external entities. In
the theoretical section, attention is devoted to the conceptual definition of artificial
intelligence, its interdisciplinary character, and the fundamental distinction between
predictive and generative Al models. Furthermore, the paper identifies key practical
application areas, particularly administrative process automation, citizen communication,
and critical infrastructure management. Special attention is devoted to negative phenomena
associated with generative Al, specifically the creation and dissemination of deepfake
content. In conclusion, the article emphasizes the need for a balanced approach to Al
implementation in public administration that bridges technological development with
ethical principles and the protection of the public interest.

Keywords: artificial intelligence, public administration, deepfake content, investment fraud
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UVOD

Dynamika digitalnej transformécie a inovacnych nastrojov predstavuje determinujici
faktor zmeny, ktory zasadne ovplyviluje modernizaciu, ako aj funkéné nastavenie verejného
sektora v sucasnych demokratickych krajinach. Spdsob vykonu verejnej moci, organizacia
Statu 1 bezna interakcia medzi obyvatel'mi a tiradmi su dnes zko spété s implementaciou
pokrocilych technologii. Verejna sprava celi intenzivnemu tlaku na zvySovanie efektivity,
zabezpecenie maximalnej transparentnosti a zlepSovanie celkovej dostupnosti sluzieb, ¢o si
vyZaduje nielen optimalizaciu vnuatornych procesov, ale aj zavadzanie novodobych
prostriedkov v priamom styku s verejnostou. Zaroven sa od nej vyzZaduje vyS$Sia miera
flexibility a schopnost’ pohotovo adaptovat’ svoje mechanizmy na neustdle sa meniace
prostredie, ktoré so sebou prindsa aktualna doba informa¢ného a komunika¢ného progresu.
V nadvéznosti na tieto trendy sa umeld inteligencia postupne etabluje ako vyznamny
technologicky prvok s potencidlom signifikantne pretvarat’ realizaciu verejnej spravy. Jej
uplatnenie sa spdja s automatizaciou administrativnych procesov ¢i podporou rozhodovania
organov verejnej moci. Rozvoj jazykovych modelov umelej inteligencie a jej prediktivnych
analytickych systémov zameranych na spravu kritickej infrastruktary potvrdzuje, Ze vyuzitie
Al prekrocilo rdmec teoretickych vizii a stalo sa integralnou stcastou modernizécie
inStitacii spravy veci verejnych.

Hoci pouzitie umelej inteligencie dokdze do zna¢nej miery inovovat’ charakter vykonu
verejnej moci, taktiez so sebou prinaSa Specifické bezpecnostné rizikd. Stubezne s
technologickym pokrokom sa totiz prehlbuje aj menej priazniva stranka Al. Postupnym
zavadzanim umelej inteligencie do Struktur verejnej spravy narastd komplexnost’ hrozieb
viazanych na automatizované spracovanie udajov, algoritmické rozhodovanie a generovanie
faloSného obsahu, ktory je pre beznych adresatov len t'azko odliSiteI'ny od autentickych
informacii. Generativna umela inteligencia umoznuje vytvarat’ textové, obrazové aj
audiovizualne vystupy schopné vyrazne formovat’ medialne prostredie, narisat’ integritu
verejnej diskusie a vytvéarat' priestor pre sofistikované formy manipulacie. Osobitne
znepokojujucim javom sa stava tvorba deepfake obsahu, pri ktorom st inStrumenty Al
vyuzivané na imitaciu hlasu a podoby verejnych funkcionédrov alebo inych verejne ¢innych
osOb. Takéto praktiky moézu negativne ovplyviiovat' politicka sttaz, spochybiovat
legitimitu volieb, poSkodzovat reputaciu predstavitel'ov verejnej moci i paralelne sluzit’ ako
platforma na uskutocnovanie investicnych podvodov. Tato problematika presahuje
individualne Skody a zasahuje do samotnych zakladov demokracie. Ohrozeni nie su len
jednotlivci, ale aj kolektivna ddvera spolo¢nosti v autenticitu verejnej komunikacie a
stabilitu pravneho $tatu.

Predkladany prispevok povazuje lohu umelej inteligencie v sprave veci verejnych za
komplexny fenomén, ktory si vyzaduje vyvazeny pristup skiimania. Al totiZ nemoZzno
hodnotit’ vylu¢ne cez optiku pripadného pozitivneho dosahu, ale ani vyhradne z hl'adiska
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rizik spojenych s jej zneuzivanim. Zamerom prispevku je preto vSestranne zhodnotit’
uplatnenie umelej inteligencie vo vybranych oblastiach cCinnosti verejnej spravy a
identifikovat’ ich prinos pre riadenie, rozhodovanie i poskytovanie verejnych sluZzieb.
Popritom sa analyza zameriava na znepokojujuce formy vyuzivania Al, ktoré mézu nartsat’
doveru obCanov v §tat a jeho inStitlicie. Ambiciou prispevku je teda prispiet’ k sformovaniu
proporcionalnej koncepcie implementacie umelej inteligencie vo verejnej sprave, ktora
prepdja jej inovacny potencidl s ochranou verejného zaujmu, demokratickych hodnét a
informacnej bezpecnosti spolocnosti.

POJMOVE VYMEDZENIE UMELEJ INTELIGENCIE

Pojem Al, odvodeny z anglického slovného spojenia artificial intelligence, ¢o v
preklade znamend umeld inteligencia, je dnes sti¢ast'ou beznej skusenosti Sirokej verejnosti.
Na pozadi rozsiahlych technologickych a spolo¢enskych zmien 21. storocia, ked’ sa l'udia
snazia maximalne optimalizovat’ kazdi sekundu svojho Casu v pokrokovej ére digitalnej
transformacie, sa umela inteligencia stdva komponentom rutinného Zivota obc¢anov, najmi
vd’aka svojej rasticej dostupnosti. V beznom spolocenskom diskurze je tak Al
predovSetkym vnimana ako efektivny nastroj, ktory zdsadnym spdsobom prispieva k
rieSeniu praktickych problémov a vyziev kazdodennej reality jednotlivcov. Jej rozmach
prebieha kontinualne a vyznacuje sa mimoriadne vysokym tempom napredovania. Hoci
vyvojovy proces umelej inteligencie nemozno povazovat za plnohodnotne ukonceny,
aktualne predstavuje integralny segment vedeckého vyskumu, v ktorom nové poznatky
bezprostredne stimuluju jej prakticku aplikaciu v r6znorodych oblastiach.

Pozicia umelej inteligencie v rdmci vedného poznania vo svete nie je z principidlneho
hl'adiska jednozna¢ne ustdlend. V roli samostatnej vyskumnej sféry prinasa otazku
nejasného konceptualneho zakotvenia voci etablovanym vedeckym odvetviam. Z hladiska
svojho charakteru sa umeld inteligencia pohybuje na rozhrani matematicko-logickej
discipliny, no v rovnakom cCase sa profiluje aj ako technicky odbor orientovany na vzostup
a implementaciu pokrocilych vypoctovych systémov. Dynamika statusu Al v poslednom
obdobi suvisi prevazne s kombindciou viacerych ¢initelov, medzi ktoré patri zvySovanie
narokov na automatizované rozhodovanie, spracovanie rozsiahlych datovych suborov a
ulah¢enie vykondvania ukonov v situaciach, kde su pritomnost’ Cloveka a uplatnenie
T'udského faktora objektivne limitované. Specifické postavenie umelej inteligencie uprostred
ostatnych dimenzii akademického poznania spociva v jej interdisciplinarnom charaktere.
Sama o sebe nema striktne vymedzeny predmet skiimania ani jednotny teoreticky zéklad, ¢o
ju vyraznym spdsobom odliSuje od tradi¢nych vednych odborov. V tomto kontexte mozno
umelt inteligenciu skor chapat’ ako otvoreny subor vzdjomne sa prelinajicich metdd,
postojov a algoritmov, ktorych cielom je pocitacové rieSenie komplexnych problémov
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vyzadujucich si prvky ucenia, adaptécie, rozhodovania alebo spracovania prirodzeného
jazyka. (Volna a Kotyrba, 2013)

Umeld inteligencia zastupuje prevratni a progresivne sa rozvijajucu oblast’ s
vyznamnym dopadom na Siroké spektrum odvetvi l'udskej prace. Tento fenomén pojednéva
o simuldcii vybranych aspektov prirodzeného intelektu ¢loveka prostrednictvom vypoctove;j
techniky, ktora je schopna vykonavat’ ulohy vyZzadujice strategické planovanie, hl'adanie
vychodisk, rozpoznévanie reci, vizudlne vnimanie a d’alSie kognitivne funkcie tradi¢ne
povazované za doménu antropologického myslenia. Prinos umelej inteligencie sa prejavuje
naprie¢ viacerymi profesiami a sektormi narodného hospodarstva. V zdravotnictve Al
zohréava rolu asistenta pri skriningu RTG snimok. Pravna prax ju nasadzuje na analyzu
rozsiahlych dokumentov a justicnych textov. Finan¢ny sektor s jej pomocou spracovava
Statistické Uidaje na predikciu trhovych trendov, zatial ¢o v maloobchode posilituje
personalizovany marketing i zdkaznicky servis. Rozvoj autonomnych vozidiel schopnych
prevadzky bez zédsahu vodic¢a je v automobilovom priemysle Uzko spity s vyuzivanim
umelej inteligencie. Al ¢oraz intenzivnejSie prenika aj do kreativnych smerov podporujuc
tvorivu Cinnost’ ako dizajn novovzniknutych produktov alebo produkciu audiovizualnych
umeleckych diel. Zaroven podporuje optimaliziciu toku tovarov v logistike, ¢im
minimalizuje prestoje a znizuje prevadzkové ndklady podnikov. (Bartos, 2023). Postupne sa
Al formuluje ako vedna disciplina zamerana na spracovanie rozmanitych vyziev za pouzitia
informacnych technoldgii, pricom jej hlavnym cielom je napodobiiovanie vybranych
aspektov kognitivnych procesov cloveka. Vychodiska umelej inteligencie mozno
identifikovat’ jednak vo vedach, ktoré skimajii mechanizmy l'udského zmyslania alebo v
matematike ako univerzalnom prostriedku opisu reality a hl'adania optimalnych rieSeni.
Spolo¢nym predpokladom tychto pristupov je presvedcenie, Ze inteligentné procesy mozno
vysvetlit’ strojovo za pouzitia matematickych konceptov, prediktivnych modelov a operacii
s nimi, teda cestou modifikacie postupov rieSenia vzniknutych problémov. Na tomto zaklade
sa umeld inteligencia postupne integruje do réznych oblasti spoloCenského zivota, kde
zadsadnym spdsobom pretvara priemyselné odvetvia a vidite'ne transformuje bezny zZivot
'udi. Iné formy pouzitia Al sa viazu aj na Specifické sektory Statu, akymi st armada alebo
verejna sprava. Diskusia o umelej inteligencii sa v si¢asnosti odohrava na dvoch zakladnych
urovniach. Prakticky orientované debaty sa sustreduju na otdzky konStruktivneho
zuzitkovania Al za ucelom maximalizovat’® spolocensky prospech a minimalizovat
potencialne rizika pri jej postupnej implementacii. Naopak, filozoficky orientované dialégy
sa zameriavaju na dlhodobé implikacie rozvoja umelej inteligencie. TaZiskom tychto
diskusii st nielen otdzky mozného nadobudnutia vedomia, ale aj existencné dopady d’alSieho
zdokonalovania Al pre I'udsku civilizaciu v nadchédzajicom obdobi. (Farkas, 2024)

Systémy umelej inteligencie mozno na zdklade ich schopnosti rozdelit do dvoch
zakladnych skupin. Predikativna Al sa primarne vyuZziva v zmysle pocitacového videnia,
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kde umoziuje klasifikaciu objektov i1 kategorizaciu udajov. Jej kl'icovou funkciou je
predikcia budiceho spravania, vysledkov alebo stavov vychadzajucich z analyzy
dostupnych dat. Druhu skupinu reprezentuje generativna Al, ktora tvori integralnu sucast’
jazykovych modelov. Moznosti jej uplatnenia st v porovnani s prediktivnou Al podstatne
SirSie. Generativna umeld inteligencia je podmnozinou strojového ucenia, ktoré sa
Specializuje na skupinu Al modelov disponujucich kapacitou produkovat’ kreativne vystupy
v podobe textu, snimky alebo audia. Fungovanie generativnych systémov je zalozené na
uceni sa vzorcov, podla ktorych je Al nasledne schopnéd vytvarat’ novovzniknuty tzv.
origindlny obsah od zakladov. (Mesarcik, Gyurasz a kol., 2024)

V praktickej aplikécii sa tieto dva typy umelej inteligencie vzajomne dopliajt, pri¢om
kazdy z nich plni odlisnt, no komplementarnu ulohu. Z pohladu marketingu moéze
generativna Al, zastipend nastrojmi ako ChatGPT, Gemini, DeepSeek, Perplexity a
obdobnymi jazykovymi modelmi, navrhovat reklamné slogany, vizudlne prvky ¢i celé
marketingové kampane. Predikativna Al vzapiti vyhodnocuje pravdepodobnost ich
uspesnosti prostrednictvom analyzy ukazovatel'ov, akymi su miera preklikov, celkovy dosah
alebo navratnost’ propagacnej investicie. Predikativne modely pritom analyzuja historické a
behaviordlne udaje pouzivatelov umoznujuc cielené zobrazovanie reklam s najvySSou
pravdepodobnostou oslovenia konkrétneho prijemcu. Generativny systém teda vytvara
obsah, zatial’ ¢o ten predikativny urcuje, ktory variant ma najlepSie predpoklady zaujat
cielovl skupinu adresatov. Podobna vzajomna previazanost’ pretrvava aj v sfére bezpecnosti
a ochrany identity. Generativna Al moze sluzit’ na tvorbu realistickych obrazovo-zvukovych
vizualov, zatial’ ¢o predikativna Al zabezpe€uje overovanie ich autenticity, konkrétne skrz
rozpoznavanie tvare alebo analyzu odtlackov prstov v mobilnych zariadeniach. Kym
generativne systémy vytvaraju nové digitadlne materidly, tie prediktivne posudzujii mieru
zhody, uroven rizika a pravdepodobnost’ ich zneuzitia.

VYUZITIE AI V CINNOSTI ORGANOV VEREJNEJ MOCI

Verejna sprava zahfiia sibor kompetencii vykonavanych zakonom splnomocnenymi
organmi v rozsahu im zverenych pdsobnosti a prdvomoci. Subjekty spravy veci verejnych
realizuju ulohy v rdmci Statu alebo jeho nizSie postavenych uzemnospravnych celkov.
Funkcie verejnej spravy pokryvaji vykon verejnej moci v podobe tvorby a realizicie
verejnych politik smerujucich k zabezpecovaniu verejného zaujmu. Jadrom tejto ¢innosti je
prave verejny zadujem, ktory zaroven sluzi ako ochranny mechanizmus pred presadzovanim
individualnych zaujmov na ukor kolektivneho blaha spolo¢nosti. Uplatiiovanie tohto
konceptu zarucuje rovnovahu medzi potrebami ob¢anov a udrzatelnym rozvojom verejnej
spravy, ¢o je relevantné aj v zmysle aplikacie novych Al technoldgii pri realizacii verejnych
zalezitosti.
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Efektivna sprava veci verejnych je podmienena schopnost'ou neustidleho vyvoja a
mierou adaptacie na meniace sa spolocenské, technologické ¢i ekonomické podmienky v
globdlnom meradle. Tato agenda =zahffla optimalizaciu pracovnych postupov,
zdokonalovanie riadenia verejnych Cinnosti, profesionalizaciu administrativnych
pracovnikov, racionalne vyuzitie zdrojov a zvySovanie kvality poskytovanych verejnych
sluzieb a statkov. Adekvatny vykon verejnej spravy je pritom podmieneny nalezitym
persondlnym, finanénym 1 technickym zabezpeCenim, ktoré vytvara determinanty
umoziujuce spolahlivé fungovanie organov verejnej moci v prospech 'udu na komunalne;,
celostatnej 1 nadnarodnej trovni. (Adamcova, 2018)

Obyvatelia v sucasnych demokratickych Statoch legitimne ocakavaju, ze institucie
verejnej spravy budu spravovat verejné zalezitosti transparentnym, uzitoénym a
hospodarnym spdsobom. Uvedené oCakavania pramenia z principu danovej solidarity, v
ktorom obc¢ania formou dani, poplatkov a odvodov pokryvaju peniazné naklady na funkény
ramec kompetencii organov moci verejnej. V pripade, ak verejnd sprava nedokaze flexibilne
a pruzne reagovat’ na digitdlne zmeny terajSej spolocnosti, straca schopnost’ systematicky
zvysSovat svoju produktivitu. Dosledkom je riziko stagnacie, ktord modze postupne prerast’ k
znizovaniu resp. poklesu kvality sluzieb poskytovanych ¢i uz miestnymi alebo Statnymi
uradmi. V tejto suvislosti nadobuda zavadzanie inovativnych technologickych rieSeni,
vratane systémov umelej inteligencie, osobitny vyznam. Al predstavuje perspektivny nastroj
modernizacie naprie¢ vSetkymi sektormi hospodarstva krajiny, nevynimajuc verejnua spravu.
Nasadenie umelej inteligencie v sprave verejnych zélezitosti moze prispiet’ k zefektivneniu
administrativnych procesov, skvalitneniu rozhodovacich mechanizmov a zlepSenej
interakcii spolu s participaciou medzi verejnymi instituciami a obanmi. Implementaciu Al
vo verejnej sprave tak mozno vnimat ako jeden z prostriedkov predchddzania
inStitucionalnej stagnacie a podpory jej dlhodobého rozvoja.

Vyuzivanie umelej inteligencie uz nie je len vyluéne doménou komeréného trhu, ale
svoje uplatnenie postupne nachédza aj vo sprave veci verejnych, najmé pri elektronickej
realizacii verejnej moci. Zavadzanie Al vo verejnej sprave vytvara predpoklady pre
zlepSenie kvality rozhodovania kvalifikovanych pracovnikov a posilnenie principov
dobrého vladnutia. Tento postoj, i napriek upozorneniam na mozné rizika, zdiela aj
Organizacia pre hospodarsku spolupracu a rozvoj, ktord poukazuje na prelomovu tlohu Al
pri budovani modernej verejnej spravy v nasledujucich rokoch. Medzi konkrétne priklady
vyuzitia umelej inteligencie v sprave veci verejnych patria inteligentné konverzacné
chatboty urené na komunikaciu s obcanmi, optimalizacia prevadzky verejnej
infrastruktiry, ako aj podpora uradnikov pri zefektiviiovani administrativnych konaniach.
(Andrasko a kol., 2022). Schopnost’ Al rychlo a precizne analyzovat’ rozsiahle mnozstvo
udajov umoziuje prijimat’ informovanejSie rozhodnutia zo strany predstavitelov Statu.
Umela inteligencia dokaze identifikovat’ vzory a trendy v demografickych, ekonomickych
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a socialnych udajoch, ktoré mozu tvorit’ relevantny podklad pre tvorbu verejnych politik a
dlhodobé strategické planovanie. Chatboty a virtudlni asistenti sa Coraz CastejSie vyuzivaju
na poskytovanie nepretrzitej podpory verejnosti. Prediktivna analytika zaroveit umoziuje
vopred identifikovat a zmiernovat buduce rizikd, ako st hospodarske vykyvy ¢&i
environmentalne hrozby. To mé za nésledok podporu proaktivneho pristupu orgénov
verejnej moci k rozhodovaniu. Umeld inteligencia sa Coraz viac vyuziva aj v odvetvi
kritickej infrastruktury krajiny. T4 zahfiia energetické, vodohospodarske, dopravné a
zdravotnicke systémy. Aplikacia Al v tychto odvetviach sa zameriava na prediktivnu
udrzbu, detekciu hrozieb a automatizaciu procesov, ¢im sa zvySuje ich prevadzkova
spol’ahlivost’ i okamzita reakcia na pripadne vzniknuté problémy. Napriklad v doprave sa
vyhody umelej inteligencie prejavuji prostrednictvom sofistikovanych systémov riadenia,
ktoré analyzuju ziskané data v redlnom case s cielom znizovat dopravné pretaZenie a
zvySovat’ bezpecnost’ ucastnikov cestnej premavky. Al dokdze optimalizovat’ ¢asovanie
svetelnych signalizacii, aby sa minimalizovali dopravné zapchy. Vo verejnej doprave
zaroven podporuje efektivnejSie planovanie cestovnych poriadkov a trds, o vedie k
tisporam paliva a k zvySeniu kvality poskytovanych sluzieb pre cestujucich. (Simko a
Mesarcik, 2024)

Organy verejnej spravy moZzu v praxi vyuzivat rozmanité nastroje umelej inteligencie.
K najvyznamnej$im zaradzujeme jazykové modely, ktoré umoziuju nepretrzitu interakciu s
obcanmi, poskytovanie informacii o verejnych sluzbach a odpovedanie na ¢asto kladené
otazky aj mimo Standardnych Uradnych hodin. Tieto prostriedky zaroven nachadzaju
uplatnenie pri tvorbe sumarizacii rozsiahlych textov a spracovani analytickych podkladov,
¢im vyrazne znizuju administrativnu zat'az uradnikov. Jednou z d’alSich oblasti uplatnenia
umelej inteligencie je kontrola Uplnosti podani alebo overovanie stladu dokumentov s
platnymi pravnymi predpismi. Nastroje Al mozno rovnako vyuzivat na spracovanie
podkladovych materidlov pre rokovania a zasadnutia, ako aj pri formulacii oficialnych
stanovisk urcenych pre internt alebo externu komunikéaciu reprezentantov verejnej moci.
Ich spolo¢nym menovatel'om je moznost’ zvySovat vykon verejnej spravy pri relativne
nizkych nédkladoch, pricom hlavnym benefitom je zniZenie Casovej a personalnej zataze
kladenej na zamestnancov S$tatnej spravy, samospravy i verejnopravnych korporacii.
(Kohout a Dohnal, 2023)

Prinos umelej inteligencie vo verejnej sprave nemozno posudit’ vylu¢ne len na zéklade
jej oc¢akévaného prospechu. Popri pozitivnych ucinkoch sa objavuja aj urcité prekdzky i
bariéry, ktorych identifikacia a zvladanie su nevyhnutné na minimalizaciu hypotetickych
negativnych dosledkov pre celu spolocnost’.

Za jedno z kI'aicovych rizik spojenych s rozvojom Al mozno povazovat etické aspekty
jej vyuzivania. Tieto vyzvy vyplyvaji zo skuto¢nosti, Ze umeld inteligencia je Coraz CastejSie
nasadzovana pri spraciivani osobnych tdajov obcanov. ZvySenu pozornost’ si vyzaduju aj
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situacie, v ktorych je Al zapajana do rozhodovacich procesov so signifikantnym dopadom
na prava a povinnosti jednotlivcov. V tejto suvislosti sa otvara zasadna otazka, aké typy
rozhodnuti je z moralneho hladiska akceptovate'né zverit umelej inteligencii, a kde sa
nachddza hranica medzi jej legitimnym vyuzitim v rozhodovacich procesoch a
nenahradite'nou tlohou moralneho tsudku, ktord by mala zostat’ vyluéne v kompetencii
cloveka? (MIRRI SR, 2019). NajvyraznejSie prilezitosti vyuzitia umelej inteligencie vo
verejnom sektore mozno teda identifikovat’ na miestach, kde by algoritmy dokazali znizit’
administrativne zatazenie uUradnikov, prevziat od nich repetitivne ulohy a podporit
zmysluplnejsiu alokaciu i redistribiiciu disponibilnych zdrojov. Al disponuje spdsobilost'ou
spracovavat’ rozsiahle objemy informacii vyrazne rychlejSie nez c¢lovek a paralelne
vykonavat’ viacero uloh sucasne, vd’aka ¢omu vytvara predpoklady pre ¢asové a kapacitné
uspory. Automatizované verejné sluzby mozu byt’ poskytované nepretrzite 24 hodin denne,
7 dni v tyzdni a 365 dni v roku bez ohl'adu na to, ¢i je rdno, vecer, pracovny den alebo
sviatok, ¢o vyrazne zvySuje ich dostupnost’ pre obanov. Nasadzovanie umelej inteligencie
vo verejnej sprave pritom nemozno vnimat ako ndhradu prace cloveka. Treba ju
predovsetkym reflektovat’ v podobe nastroja reorganizacie umoziujiceho presmerovanie
personalnych kapacit na komplexnejSie a hodnotovo narocnejsie tillohy s vySSou pridanou
hodnotou. Zaroven vSak plati, Ze Al mdze v pripade neuvazenej alebo nekoordinovanej
implementacie prispiet’ aj k zhorSeniu vykonu spravy veci verejnych. Rozsah a vhodnost’
vyberu dat, na ktorych st systémy Al trénované, zostavaju zavislé od I'udskych rozhodnuti,
¢o ma priamy vplyv na kvalitu vystupov umelej inteligencie. Pri absencii uvedenych kritérii
bude mat’ Al v nasej verejnej sprave skor kontraproduktivne G€¢inky a tendenciu vykazovat
nové problémy, nez prispievat’ k rieSeniu existujucich vyziev. (Andrasko a kol., 2019)

PODVODNE PRAKTIKY REALIZOVANE POMOCOU UMELEJ INTELIGENCIE

Rozsirené uplatinovanie umelej inteligencie vo verejnej sprave je sprevadzané nielen
rastom jej praktickych prinosov a modernizaciou poskytovanych sluzieb, ale aj vznikom
novych foriem spoloCensky neziadiceho pouzitia tychto technolégii. Aj ked umeld
inteligencia do buducna disponuje zretelnym potencidlom prispievat’ k zefektivneniu
fungovania verejnej spravy a skvalitlovaniu vykonu verejnej moci, jej funkény rozsah moze
byt’ zaroven zneuzity externymi aktérmi sposobom, ktory verejnu spravu ohrozuje ¢i cielene
destabilizuje. Osobitne problematickym javom je vytvaranie a Sirenie tzv. deepfake videi.

Deepfake obsah predstavuje audiovizualne zdznamy, ktoré su generované alebo
digitalne upravované prostriedkami umelej inteligencie. Tieto materidly zobrazuju
existujuce osoby, pricom kombindciou napodobnené¢ho hlasu a syntetického obrazu
vytvaraju presved¢ivy dojem autentickej vypovede alebo konania, ktoré sa v skutocnosti
nikdy neuskutocnili. Identifikacia tohto typu podvrhov je mimoriadne narocnd, najmi pre
beznych pouzivatelov internetu, a to aj napriek existencii Specializovanych softvérovy
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programov, napr. Al speech Classifier od ElevenLabs, zameriavajucich sa na odhal'ovanie
znamok manipulacie vo videu. V tomto kontexte zohravaji podstatni ulohu zvySovanie
digitalnej gramotnosti, vzdelavanie a rozvoj kritického myslenia ako zédkladné preventivne
mechanizmy ochrany pred dezinforméciami. (Blichova a kol., 2025)

Generativna umeld inteligencia umoziuje podvodnikom vytvarat’ realisticky pdsobiace
audiovizualne zdznamy napodobiiujice hmotnu podobu a hlasové stopy verejnych ¢initel'ov
Statu. Takyto obsah dokaze ovplyvnit’ verejni mienku, Sirit' nepravdivé informdcie a
oslabovat’ doveru ob¢anov v demokratické procesy a institiicie verejnej spravy. Zneuzivanie
generativnej Al na tvorbu manipulativneho obsahu sa v prostredi socialnych sieti prejavuje
prevazne Sirenim klamlivych investicnych ponuk, ale aj zdiel'anim deepfake materidlov
narasajucich integritu kandidatov i proces samotnych volieb pocas prebiehajucej volebne;j
kampane. Podvrhové vided moézu na prvy pohlad posobit’ vel'mi presvedCivo, avSak v
mnohych pripadoch vykazuju viaceré varovné nedostatky, ktoré st rozpoznatelné pri ich
dokladnejSej analyze. Jedna sa prevazne o indikatory nesynchronizovaného pohybu pier s
hlasovym prejavom, vizudlne deformacie obrazu, staticky postoj tela pri aktivnej
komunikacii osoby a odchylky v intonécii alebo rytme re¢i poSkodené¢ho funkcionara.
(Kopecky a Szotkowski, 2024)

Obrazok 1: Ukazka grafiky, ktora bola pouZitd ako nosi¢ deepfake nahravky s hlasom
imitujicim Michala Sime&ku v prostredi socialnych sieti, zdroj: Portal - Demagog.sk

Popri oslabovani dovery obCanov vo volebny proces sa deepfake technologie umele;j
inteligencie Coraz CastejSie vyuzivaju aj na Sirenie podvodnych investi¢nych ponak. Tercom
tychto machinécii byvaji predovsetkym najvyssi reprezentanti krajiny, vratane prezidenta,
predsedu vlady, poslankyne Eurdpskeho parlamentu ¢i guvernéra Narodnej banky
Slovenska.

Podobny pripad bol zaznamenany aj v suvislosti so slovenskym ministrom financii,
Ladislavom Kamenickym, ktorého podoba a hlas boli zneuzité vo fiktivnych investicnych
schémach. Tieto manipuldcie smeruji k tomu, aby obete poskytli svoje citlivé data alebo
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vlozili peniaze do podvodnych akcii, ¢im sa vystavuju riziku finanénych strat a kradeze
identity. Utocnici pritom zneuZivaji prvky socidlneho inZinierstva na budovanie falodnej
dovery. (OECD, 2025)

Tieto vided vo velkej miere vychadzajii zo zostrihanych politickych diskusii alebo
prispevkov publikovanych na internete. Nasledne si umelo upravené tak, aby pdsobili
doveryhodne a dodévali faloSnému obsahu zdanie legitimity zaloZenej na zneuziti autority
spominanych politikov.

LADISLAV KAMENICKY OZNAMIL, ZE VLADA
OTVARA NOVU PLATFORMU NA ZISKANIE PRIJMU.
‘m‘um_ =T's 0000 - DRV rY7ZI c o

Obrazok 2: Zaber z deepfake videa, v ktorom je minister financii Ladislav Kamenicky zneuZzity
na propagaciu podvodnej investi¢nej ponuky, zdroj: Facebook profil - MF SR

Napriek tomu, Ze tvorba a Sirenie deepfake obsahu na urovni Eurépskej tnie podliehaja
pravnemu ramcu, tzv. Aktu o umelej inteligencii, ktory zavadza povinnost’ transparentného
oznacovania synteticky generovaného obsahu, dohl'ad nad dodrziavanim tychto pravidiel a
ich efektivne vymahanie v praxi nad’alej predstavuju znacnu regula¢nu aj spolocensku
vyzvu.

ZAVER

Terajsi vzostup umelej inteligencie vo svete vystupuje ako klacovy technologicky
impulz, ktory v sucasnosti ur€uje smerovanie nielen sikromného sektora, ale aj verejnej
spravy. Zistenia o zavadzani Al v sprave veci verejnych potvrdzuji, ze tento proces ma dve
celkom odlisné tvare. Na jednej strane umela inteligencia figuruje ako nastroj modernizacie,
ktory umoziuje automatizaciu administrativnych procesov, vyuzivanie prediktivnej analyzy
dat, zmysluplnejSie riadenie verejnych zdrojov a skvalitiiovanie komunikacie medzi
verejnymi inStiticiami a obanmi. Pouzitie Al dokédze zésadne zefektivnit’ vykon verejnej
moci, skvalitnit’ verejné sluzby a upevnit’ principy transparentnosti ¢i dobrej spravy veci
verejnych. No popri prospesnych prinosoch prinaSa vyvoj umelej inteligencie aj nepoznané
uskalia, ktoré svojim charakterom prevySuji doterajSiu odolnost’ verejnej spravy.
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Problémom st predovsetkym generativne technologie Al produkujuce podvodny deepfake
obsah zamerany na diskreditaciu a znevazovanie politikov.

Utoky externych aktérov na identitu Michala Simecku alebo Ladislava Kamenického
jasne konstatuji, ako l'ahko dokaze AI podkopéavat’ doveru v Statne organy a sfalSovat
verejnu komunikaciu verejnych funkcionarov. Popri tychto hrozbach vSak narasta aj
nebezpecenstvo kradezi identity a finanénych §kdd, ktoré ohrozujii bezpecnost’ obcanov.
Tieto pripady vytvaraji problém, ktory priamo zasahuje do samotnych zékladov
déveryhodného vykonu verejnej moci vo funkénej a zdravej demokracii. Jej oslabenie
spravidla vedie k upadku verejnej diskusie, polarizacii verejnosti a strate legitimity
rozhodovacich procesov, ¢im rastie nevyhnutnost sprisnit’ regulatné¢ a institucionalne
mechanizmy ochrany verejného zaujmu. Schopnost’ rozliSovat medzi autentickym a
synteticky generovanym obsahom sa tak stdva nevyhnutnou zarukou zachovania
informovanej spolo¢nosti. Vyznamnym krokom k rieSeniu tychto problémov je prijatie
legislativy na urovni Europskej unie v podobe Aktu o umelej inteligencii, ktory vytvéra
normativny zaklad pre transparentné, zodpovedné a bezpecné vyuZzivanie systémov Al.
Napriek tomu vSak jeho uplatiiovanie v praxi zostava znacnou vyzvou. Samotna existencia
pravnej regulacie totiz nedokéze automaticky eliminovat’ zneuzivanie umelej inteligencie,
pokiall nie je podporend kombindciou prislusSnych nastrojov, ucinného dohladu a
systematického zvySovania digitalnej 1 medialnej gramotnosti obyvatel'stva. Doélezitym
poznatkom je preto potreba prekonat’ subjektivne vnimanie ¢loveka vo vzt'ahu k umele;j
inteligencii, ktoré koliSe medzi idealizaciou technologického prinosu a absolutnou
nedoverou voci jej plosnému zavadzaniu.

Verejna sprava by mala v tomto smere posiliiovat’ svoje interné kompetencie, najma
prostrednictvom tvorby metodickych usmerneni a vzdeldvania zamestnancov. Rovnako
dolezita je aj osveta smerom k verejnosti, ktord predstavuje jednu z najucinnejSich foriem
prevencie proti manipulativnemu a podvodnému obsahu generovanému umelou
inteligenciou. Sucastou komplexného pristupu by mala byt aj integracia nastrojov na
detekciu deepfake obsahu a vytvaranie mechanizmov vcasnej reakcie na jeho Sirenie v
online priestore. V kone¢nom ddsledku zavadzanie Al v sprave veci verejnych otvara jednu
zo strategickych dilem dnesného digitdlneho veku. Jej nevyuzitie moéze viest k
technologickému a organizaénému zaostavaniu verejnych institicii v kybernetickom
prostredi, zatial ¢o nekontrolované a neuvéazené nasadenie ohrozuje samotné zaklady
doveryhodného a legitimneho Statu. Implementacia umelej inteligencie vo verejnej sprave
si preto vyzaduje interdisciplinarny pristup spajajici pravne, etické, bezpecCnostné a
technologické perspektivy, ktory posilni odolnost’ verejnej moci voci zneuzivaniu Al a
zaroven umozni naplno rozvinut’ jej prinos pre ob¢anov i spolo¢nost’ ako celok.
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Al VO VEREJNEJ SPRAVE: ZAHRANICNE SKUSENOSTI

Milan DOUSA

Abstrakt: Cielom prispevku je analyzovat zahranicné skisenosti s vyuzivanim umelej
inteligencie (Al) vo verejnej sprave a na ich zaklade navrhnut' ramec vzdelavania
zamestnancov tizemnej samospravy na Slovensku v oblasti AL Prispevok vychadza z analyzy
aktualnych trendov digitalnej transformacie verejnej spravy, so zameranim na aplikacie
umelej inteligencie v riadeni procesov, poskytovani verejnych sluZieb a podpore
rozhodovania. Metodologicky je prispevok zaloZzeny na systematickej analyze odbornej
literatury, kompardcii zahranicnych prikladov dobrej praxe a sekunddarnej analyze
empirickych dat zo slovenskych samosprav. Vysledkom je identifikacia klucovych oblasti
vyuzitia Al v samosprave a formulovanie odporucani pre tvorbu efektivneho, udrzatelného
a bezpecného systému vzdelavania zamestnancov samospravy v oblasti umelej inteligencie.

KUrucové slova: umela inteligencia, verejnd sprdva, uzemnd samosprdva, vzdelavanie
zamestnancov, digitalna transformdcia

Abstract: The aim of this article is to analyse foreign experiences with the use of artificial
intelligence (Al) in public administration and, based on them, to propose a framework for
training local government employees in Slovakia in the field of AL The article is based on
an analysis of current trends in the digital transformation of public administration, focusing
on the applications of artificial intelligence in process management, the provision of public
services and decision-making support. Methodologically, the article is based on a systematic
analysis of professional literature, a comparison of foreign examples of good practice and
a secondary analysis of empirical data from Slovak local governments. The result is the
identification of key areas of use of Al in local government and the formulation of
recommendations for the creation of an effective, sustainable and safe system of training
local government employees in the field of artificial intelligence.

Keywords: artificial intelligence, public administration, local government, employee
training, digital transformation
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UVOD

Popularita umelej inteligencie (Al) neustéle rastie, o com svedci aj fakt, ze kym v roku
2022 dosiahol pojem Al mesa¢ne 7,9 milidona internetovych vyhl'adévani, v roku 2023 to uz
bolo 30,4 milidbna mesacnych vyhl'adavani. V st¢asnosti s moznosti Al a jej vyuzitia Siroké
a nad’alej pribuidaju. Aktualnym trendom je aplikovanie moznosti Al vo verejnom sektore,
ked’ze dokdze vyznamne zjednodusit’, zrychlit’ a skvalitnit’ sluzby verejnej spravy. Pripady
pouzitia umelej inteligencie v rdmci vladnych funkcii ilustruje obrazok €. 1.

Pociatky umelej inteligencie siahaju az do 50-tych rokov minulého storocia. Vyrazny
rozmach vSak Al zaZiva len v poslednych rokoch, okrem iného predstavenim ChatGPT,
jazykového modelu na principe strojového ucenia. Aktualne sa stale CastejSie skloiuje
vyuzitie Al v Statnej sprave, kde vyrazne dokdaZze v mnohom odbremenit samotnych
zamestnancov, ale aj obCanov. (ZMOS, 2026)

Stcasna éra globalnej digitalizacie radikalne meni fundamentalne procesy, na ktorych
je postavena moderna verejna sprava. Mesta a obce sa uz nenachadzaju v pozicii pasivnych
spravcov uzemia, ale transformuju sa na dynamické ekosystémy riadené datami. V tomto
kontexte predstavuje umeld inteligencia (Al) kI'iCovy katalyzator zmien, ktory podl'a Wirtza
et al. (2019) definuje novu etapu byrokracie — tzv. ,,Algoritmick samospravu®. Tento posun
od tradi¢ného e-Governmentu smerom k inteligentnému vladdnutiu (Smart Governance) nie
je len otdzkou technologického vybavenia, ale hlbokej zmeny v spdsobe, akym samosprava
interpretuje potreby svojich obyvatel'ov (Janowski, 2015).

Historicky sa digitalizacia samosprav zameriavala predovSetkym na digitalizaciu
papierovych formularov a vytvéaranie webovych sidiel. Avsak, ako uvadzaju Pereira et al.
(2018), sucasna komplexnost’ urbanizacie, klimatickych zmien a socidlnych nerovnosti si
vyZzaduje nastroje, ktoré dokdzu spracovavat nesStruktirované data v realnom case a
predpovedat’ budtci vyvoj. Tu nachddzaji uplatnenie technologie strojového ucenia
(Machine Learning) a spracovania prirodzeného jazyka (NLP), ktoré umoziuju
samospravam prejst’ od reaktivneho k proaktivnemu modelu riadenia. Sun a Medaglia
(2019) v tejto suvislosti zdoraznuji, Zze Al ma potencidl preklenit’ priepast medzi
obmedzenymi persondlnymi kapacitami miestnych Gradov a neustale rasticimi néaroky
obCanov na okamziti dostupnost’ verejnych sluzieb.
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Obrazok 1: Pripady pouZitia umelej inteligencie v ramci vladnych funkcii
Zdroj: OECD, 2025

Implementacia Al do samospravy vsak nie je bezproblémovym procesom. Stojime pred
vyzvou, ktor O'Neil (2016) popisuje ako ,,zbrane matematického ni¢enia®, teda riziko, ze
netransparentné algoritmy mozu prehibit’ socialnu nespravodlivost’ alebo marginalizovat’
urCité skupiny obyvatel'stva. Preto sa v akademickej obci Coraz CastejSie sklofiuje pojem
,Human-Centric Al vo verejnej sprave, o potvrdzuje aj Valle-Cruz (2020), podl’a ktorého
musi byt primarnym cielom technologii tvorba verejnej hodnoty (Public Value), nie
technologia samotna.

Na europskej trovni su tieto snahy zastreSené iniciativami ako ,,Digitalne decénium
2030, pricom samospravy su vniman¢ ako kl'ai¢ovi aktéri pri budovani odolnej digitalne;j
infrastruktary. Komplexnost' problematiky doplia aj potreba etického ramca a suladu s
nariadeniami typu GDPR a pripravovanym Aktom o umelej inteligencii (Al Act), ¢o vytvara
tlak na pravnu a technicku pripravenost’ samospravnych celkov. Scholl a Alawadhi (2016)
konStatuju, Ze uspech inteligentného mesta nezavisi od poctu nasadenych senzorov, ale od
schopnosti samospravy integrovat’ tieto data do koherentného rozhodovacieho procesu,
ktory je transparentny a inkluzivny.

Umeld inteligencia predstavuje vyznamny nastroj modernizéacie verejnej spravy a jej
potencidl nachadza uplatnenie naprie¢ viacerymi oblastami jej fungovania. Na Urovni
riadiacich a veducich pozicii méze umeld inteligencia podporovat’ rozhodovacie procesy
prostrednictvom systematickej resSerSe, analyzy a sumarizdcie dokumentov, ako aj
prostrednictvom efektivnej spravy ¢asu a kalendarov. (World Bank, 2020)
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V oblasti verejného obstaravania je mozné jej vyuzitie najma pri priprave zadavace;j
dokumentécie, kontrole formalnej spravnosti podkladov a zvySovani transparentnosti
procesov. V bezpecnostnej oblasti prispieva k posiliiovaniu kybernetickej bezpecnosti,
vcéasnej identifikécii rizik a k analyze dlhodobych trendov a vzorcov spravania.

V oblasti komunikacie a vztahov s verejnostou umoziuje umela inteligencia analyzu
sentimentu verejnej mienky a podporu tvorby komunikacnych a tlacovych vystupov. V
rdmci spisovej sluzby a archivnictva moéze automatizovat' triedenie dokumentov,
optimalizovat’ procesy na podatel'ni a zabezpecit' pokrocilé vyhladavanie v rozsiahlych
databazach dokumentov. (World Bank, 2020)

Naprie¢ celou organizacnou Struktirou uradu je mozné umelu inteligenciu vyuzit’ na
automatizovanu tvorbu zapisnic zo zasadnuti, sumarizaciu obsahu zmeskanych rokovani,
spravu kalendérov, riadenie uloh a podporu komunikécie s externymi subjektmi. V oblasti
riadenia l'udskych zdrojov modZze plnit' funkciu asistenta zamestnancov, podporovat
adaptacné procesy novych pracovnikov a prispievat’ k systematickému vzdeldvaniu a
rozvoju zamestnancov. V oblasti digitadlnych verejnych sluzieb méze umeld inteligencia
vystupovat’ vo forme konverza¢nych systémov, ako su chatboty a voiceboty, ¢im sa zvySuje
dostupnost’, efektivnost’ a pouzivatel'skd privetivost’ sluzieb poskytovanych ob¢anom.
(OECD, 2025)

Na Slovensku sa umeld inteligencia uz uplatiiuje v niektorych oblastiach verejnej
spravy, pricom jej d’alSie rozSirovanie je predmetom odbornych diskusii a strategickych
uvah. (ZMOS, 2026). Skusenosti slovenskych samosprav s vyuzivanim umelej inteligencie,
automatizacie a robotizacie sa v suCasnosti nachadzaju prevazne v pociatocnom Stadiu.
Napriek tomu je uz mozné identifikovat’ viaceré priklady a iniciativy, ktoré¢ naznacuji
potencialne smerovanie budiceho rozvoja v tejto oblasti. Implementacia tychto technologii
do fungovania miest a obci prebieha zatial' obozretne, najmi prostrednictvom pilotnych
projektov, experimentalnych rieSeni alebo v radmci spoluprace s akademickymi a
vyskumnymi institaciami.

Aj napriek uvedenym obmedzeniam niektoré samospravy dokazali identifikovat
konkrétne oblasti vyuzitia, v ktorych inteligentné technoldgie prispievaji k zvySovaniu
efektivnosti administrativnych procesov, zlepSovaniu komunikicie s obyvatelmi a
optimalizacii poskytovania verejnych sluzieb. Tieto priklady predstavuju cenny zdroj
poznatkov a inSpirdcie pre dalSie mestd a obce, ktoré zvazuji modernizdciu svojich
vnutornych procesov a systematické zapojenie inteligentnych technologii do kazdodenne;j
praxe. Na zdklade vysledkov vyskumu projektu Investing in Sustainable and Vibrant
Regions, ktory realizovala Technickd Univerzita v KoSiciach v spolupraci s ZMOS mozeme
zmapovat, ktoré nastroje automatizacie, umelej inteligencie a robotizacie pouzivaji
samospravy (celkom zapojenych 535) na Slovensku. Tuto skuto¢nost’ ilustruje obrazok €. 2.
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Robotické vysavace 1261 509
Robotické kosatky 221 513
Automatizovana analyza finanénjch vydavkov a rozpoétu {4 524
Al na analyzu spatnej vézby od ob&anov, navrhov na zlepSenie obce, zmien nélad, a pod. 1 524
Inteligentné riadenie verejného osvetlenia (senzory pohybu, analyza intenzity pohybu,...) TNZ200 463
Inteligentné riadenie energii (napr. vykurovanie v obecnych budovéch na zaklade predpovede podasia) T390 496
Predikcia kriminality 10 525
Monitorovanie bezpeénosti a verejného poriadku TG 7 478
Predikcia a riadenie odpadového hospodarstva 201 515
Inteligentné planovanie dopravy a parkovania T 528
Voiceboty na komunikéciu s obdanmi 8 527
Chatboty na komunikéciu s obdanmi 16 519
Digitalni asistenti pre vypifianie formularov (napr. Ziadost o stavebné povolenie) 24 511
Automatizované triedenie a odpovedanie na e-maily obéanov 18l 517
Inteligentné spracovanie dokumentov a (radnych Ziadosti [R5 490
Al néstroje na tvorbu grafickjch dokumentov, prezentacii NGO 455
Automatické prepisy z poréd a ich reserse 1301 505
Preklady do inych jazykov 297
Rozpoznévanie textu zo skenovanych dokumentov pomocou OCR a Al analyzy O3 442
Néstroje kancelarskych balikov (napr. Microsoft Copilot) IIINGO 445
BeZné nastroje vyhladavania informécif na internete napr. chatgpt 333 202
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Obrazok 2: VyuZzivanie umelej inteligencie, automatizacie a robotizacie v
samospravach na Slovensku

Zdroj: ZMOS, 2026

Neoddelitel'nou sti¢ast'ou zavadzania novych technolégii je aj doraz na bezpecnost’
ich pouzivania a zodpovednu pracu s datami, pricom vzdelavanie zohrava v tomto procese
kl'a¢ovu ulohu. Technologické rieSenia samy o sebe nemo6zu prinasat’ oCakavané prinosy,
pokial nie st podporené dostatocnymi kompetenciami a odbornou pripravenostou 'udskych
zdrojov, ktoré st schopné tieto technoldgie efektivne, bezpecne a zmysluplne vyuzivat'.

Vzdelavanie zamestnancov v Gizemnej samosprave predstavuje jednu z kl'icovych
oblasti rozvoja vykonnosti verejnej spravy a zvySovania kvality verejnych sluzieb
poskytovanych obcanom. Prax zaroven poukazuje na potrebu vnimat’ vzdeldvanie v tomto
sektore ako dlhodoby a systematicky proces, ktory integruje povinné aj dobrovol'né formy
vzdelavania, kontinualnu aktualizaciu existujucich vedomosti a cieleny rozvoj novych
kompetencii.
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Zaroven je potrebné zdoraznit, ze efektivne fungovanie systému vzdeldvania v
samosprave je podmienené redlnymi persondlnymi a kapacitnymi moznost'ami jednotlivych
obci. Najmi v pripade malych obci na Slovensku Casto absentuje odborny administrativny
aparat a vykon samospravnych agend je sustredeny predovSetkym na osobu starostu. Ten je
nateny zabezpeCovat' Siroké spektrum cinnosti, zahfiiajlicich administrativne, prévne,
finan¢né, technické aj komunikacné tlohy, priCom jeho ¢asové moznosti na systematické
vzdelavanie su vyrazne obmedzené.

Z uvedeného dovodu je nevyhnutné, aby systém vzdelavania v izemnej samosprave
reflektoval tato Specificku realitu a vytvaral podmienky na efektivne, ¢asovo usporné a
dostupné nadobtdanie relevantnych vedomosti a zru€nosti, najmd pre predstavitelov
malych obci. Komplexny pristup k vzdelavaniu v samosprave, zaloZzeny na vyvazenom
zastipeni povinnych a dobrovolnych foriem, kontinudlnej aktualizacii znalosti, rozvoji
novych kompetencii a vyuzivani rozmanitych vzdeldvacich metod, tak predstavuje zakladny
predpoklad modernizacie miestnej verejnej spravy a posilnenia jej odbornej a kompetencnej
kapacity.

CIEL, A METODY

Ciel'om prispevku je analyzovat zahrani¢né skusenosti s vyuzivanim umelej inteligencie
(AI) vo verejnej sprave a na ich zédklade navrhnit’ rimec vzdelavania zamestnancov uzemnej
samospravy na Slovensku v oblasti Al. Osobitna pozornost je venovana otazke vzdelavania
zamestnancov samospravy ako klti¢ovému predpokladu bezpecnej a efektivnej
implementacie Al technoldgii. Prispevok vyuziva kombinéciu kvalitativnych vyskumnych
metod. Zakladom je systematicka analyza odbornej a institucionalnej literatary (OECD,
World Bank, Sitra, MDPI, Taylor & Francis), doplnend o komparativhu analyzu
zahrani¢nych prikladov vyuzitia Al v samosprave. Sucastou metodického ramca je aj
sekundarna analyza dat z vyskumného projektu Investing in Sustainable and Vibrant
Regions, realizovaného v spolupraci Technickej univerzity v KoSiciach a Zdruzenia miest a
obci Slovenska, ktory zmapoval vyuzivanie automatizacie, umelej inteligencie a robotizacie
v slovenskych samospravach.

VYSLEDKY

Analyza odbornych studii a pripadovych prikladov zahrani¢nych samosprav poukazuje
na systematické vyuzitie umelej inteligencie v troch hlavnych dimenziach verejnej spravy:
interné procesy, poskytovanie sluzieb a tvorba politik ¢i rozhodovacich podkladov. Tato
kategorizacia zodpoveda aj zisteniam Babseka et al. (2025), ktori identifikovali tri kI'a¢ové
oblasti, v ktorych Al prispieva k zlepSeniu verejnych funkcii — interné procesy, sluzby
obCanom a tvorba politik.
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e Automatizicia internych procesov: sem patria nastroje schopné spracovavat a
klasifikovat’ vel'ké mnozstva dokumentov, automatizovat rutinn¢ tlohy, filtrov a e-
mailov ¢i triedit’” administrativne podania. Al tak odbremeniuje zamestnancov od
monotonnych ¢innosti a zniZzuje ¢as potrebny na administrativu.

o ZlepSenie komunikicie a poskytovania sluzieb: vlady pouzivaju chatboty a
virtualnych asistentov na odpovede na otazky obCanov v redlnom case, zlepSenie
obcCianskej skusenosti a rozSirenie dostupnosti sluzieb bez nutnosti osobného
kontaktu.

e Podpora rozhodovania a tvorba politik: prediktivna analytika a modely strojového
ucenia umoziuju vladam analyzovat’ socidlne, dopravné ¢i environmentéalne data a
predikovat’ trendy, co je kl'aicové pre efektivne planovanie verejnych investicii a
sluzieb.

Tieto tri oblasti definuju prakticky rdmec, v ramci ktorého méze samosprava uvazovat' o
implementécii Al rieSeni s jasnou stratégiou a meratelnymi vystupmi.

Zahrani¢né priklady dobrej praxe (Estonsko, Singapur, Litva, Rumunsko)

Estonska vlada sa dlhodobo povazuje za lidra digitalizacie verejnej spravy. Jednym
z pilotnych rieSeni je implementacia Al chatbotov na zefektivnenie komunikéacie medzi
obCanmi a verejnou spravou, ktori odpovedaji na bezné otazky o uradnych zalezitostiach,
sluzbach a postupe pri vybavovani administrativy. AI pomocou spracovania prirodzené¢ho
jazyka (NLP) zlepsila dostupnost’ informécii a znizila zataZenie I'udskych operatorov. Tento
typ rieSenia umoznuje obcanom ziskat’ presné odpovede prakticky okamzite, €o je dolezité
najmid pri vysokom pocte opakujucich sa otdzok alebo pocas peak-period, napriklad pri
danovych terminoch ¢i ziadostiach o socialne davky. (Hamer, 2024)

V Singapure st Al rieSenia nasadené v rdznych oblastiach vlady, od systémov
spracovania ziadosti o verejné sluzby az po inteligentnu analyzu rizik v oblasti bezpecnosti.
Al algoritmy umoziuja identifikovat’ vzorce v spravani a poskytovat’ odportcania, ktoré
pomahaju pri tvorbe politik a strategickom rozhodovani. Takéto systémy ilustruju, ze Al
nemusi slazit’ len na obsluhu ob¢anov, ale aj ako analyticky néstroj, ktory zvysuje kapacity
rozhodovacich organov pri spracovani komplexnych datovych suborov. (Kelly, 2025)

V ramci iniciativ typu GovTech Lab v Litve sa podarilo vyvinut’ viacero Al rieSeni
pre lokalne urady, napriklad modely na prediktivnu analyzu stavu infraStruktary alebo
automatizaciu spracovania ziadosti o socidlne davky. Al modely tu funguji ako podporny
nastroj, ktory znizuje chybovost’ a urychl'uje procesné rozhodnutia v samosprave. Takéto
projekty zaroven vytvaraju priestor pre zapojenie miestnych technologickych firiem a
vyskumnych pracovnikov do govtech ekosystému, ¢im sa buduje doma Specializovana
kapacita, ktora je priamo prepojend s verejnym sektorom. (GovTech Lab, 2025)
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V Rumunsku sa v ramci modernizacie e-governmentu za¢ina vyuzivat umela
inteligencia aj pri spracovani e-peticii a podnetov obcanov, o je konkrétnym prikladom
aplikacie Al technolégii v kazdodennej prevadzke miestnej spravy. Vyskum publikovany v
ArXiv ukazuje, Ze rumunska samosprava testovala modely strojového ucenia (Machine
Learning) pre automatizovanu analyzu obrazovych aj textovych podnetov od ob¢anov, ktoré
obcania zasielaju ako dokazné materidly — napriklad fotografie poskodenych ciest, verejnej
infrastruktury ¢i inych komunalnych problémov. Tento model umoziuje automaticka
identifikéciu, klasifikaciu a predbezné spracovanie tychto podnetov, ¢im vyznamne skracuje
¢as potrebny na manualnu kontrolu a zaradenie do procesu rieSenia.

Déata poskytla konkrétna rumunska obec, ktora je povazovand za jednu z
najpokrocilejsich v implementacii smart city technologii. Pouzity ML model preukézal, ze
strojové ucenie modze zvysit’ presnost’ a rychlost’ spracovania obcianskych podnetov, ¢im
posilituje obc¢iansku participaciu a zvySuje efektivitu administrativnych reakcii miestnych
uradov. Integracia takéhoto systému je povazovana za krok smerom k e-government 3.0,
kde AI prestupuje hranice tradicnych textovych nastrojov a rozSiruje svoje vyuzitie aj na
vizualnu (obrazovu) analyzu dat. (Vrabie, 2023)

Tento rumunsky pripad tak ilustruje, Ze integracia Al moze zvysit kapacitu
samosprav spracovavat’ vicsie objemy obcianskych interakcii, o je vyzva, ktorej celi
mnoho eurdpskych miest pri raste digitalnej participacie obcanov.

Navrh ramca vzdelavania zamestnancov vo VS

Podl'a Haesevoetsa (2025) verejni zamestnanci vS§eobecne preferuju pouzivanie Al
ako asistenta rozhodovacich procesov, nie ako autonomneho rozhodcu. Respondenti
uvadzaja, ze Al funguje optimélne v kombinacii s 'udskym dozorom, najmi pri ulohach,
ktoré vyzaduju flexibilitu a kontextualne rozhodovanie.

Tento vysledok poukazuje na dblezitost’ vzdelavania pracovnikov spravy, tak aby
vedeli interpretovat’ vystupy Al modelov, kriticky posudit’ ich relevanciu a integrovat’ ich
do rozhodovacich tokov bez straty kontroly nad procesmi.

Na zdklade analyzy medzindrodnych prikladov a empirickych zisteni sme
identifikovali tri kI'icové oblasti vzdeldvania pre zamestnancov samospravy:

1. Digitalne kompetencie a zakladné Al znalosti, ktoré zahfiia pochopenie
zakladnych principov strojového ucenia, NLP ¢i analytickych nastrojov,
zaroven
umoziuje zamestnancom rozumiet vystupom Al systémov a ich
interpretacii.

2. Bezpecnost’, etika a zodpovedné pouzivanie Al, ktoré¢ zahfna Skolenia o

algoritmoch, dovernosti dat, rizikach biasu a transparentnom rozhodovani,
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zaroven reflektuje potrebu human-centric pristupu a legislativnych ramcov
ako GDPR ¢i Al Act.

3. Praktické vyuzitie Al v kaZzdodennych tlohach, ktoré zahfna workshopy
na pouzivanie Al nastrojov pre automatizdciu, tvorbu sprievodnych
dokumentov, generovanie textov ¢i prediktivhu analyzu, ako simulacie
redlnych uloh pre zvySenie kompetencie samospravnych pracovnikov.
(OECD, 2025)

ZAVER

Zahraniéné skusenosti jednoznacne potvrdzuju, ze umeld inteligencia predstavuje
vyznamny ndastroj modernizicie verejnej spravy, avSak jej uspeSnd implementicia je
podmienena nielen technologickou infraStruktirou, ale predovSetkym pripravenostou
Pudskych zdrojov. V podmienkach slovenskej Gizemnej samospravy je preto nevyhnutné
klast’ doraz na systematické, dostupné a kapacitne primerané vzdelavanie zamestnancov v
oblasti umelej inteligencie, datovej gramotnosti a kybernetickej bezpecnosti. Prispevok
poukazuje na potrebu diferencovaného pristupu k vzdelavaniu, ktory zohl'adiiuje Specifika
malych obci a obmedzené Casové moznosti ich predstavitelov. Implementicia Al v
samosprave by mala byt vedend principmi human-centric Al, transparentnosti a tvorby
verejnej hodnoty. V tomto kontexte méze navrhovany ramec vzdeldvania predstavovat’
jeden z kIi€ovych nastrojov pre udrzatel'nu a zodpovednu digitalnu transformaciu miestnej
verejnej spravy na Slovensku.

Prispevok je sucast’'ou rieSenie projektu VVGS-2024-3421 “Modernizacia a
racionalizicia izemnej samospravy prostriedkami AI*
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BUDUCNOST A VYZVY Al VO VEREJNEJ SPRAVE

Zuzana SZATTLEROVA

Abstrakt: Clanok sa zameriava na problematiku zavidzania umelej inteligencie (Al) vo
verejnom sektore a analyzuje politicky, legislativny a strategicky ramec, ktory formuje jej
rozvoj v Europskej unii a na narodnej urovni clenskych statov. Predstavujeme medzindarodne
uznavané definicie Al, europsku digitalnu politiku, klucové faktory ovplyviujiice vyvoj a
implementdciu Al, ako aj prekazky, ktoré brzdia sirsiemu vyuzivaniu Al v Eurdpe. Poniikame
tiez prehlad aktualnych trendov a prikladov vyuzitia Al vo verejnej sprave a uvazujeme, ze
verejny sektor mad potencidl stat’ sa lidrom v zodpovednom zavadzani umelej inteligencie,
pricom klucom k uspechu je doraz na doveryhodnu, eticku a na cloveka orientovanu Al
ktora podpori moderné, efektivne a inkluzivne verejné sluzby.

KPucové slova: verejny sektor, umela inteligencia, digitalizacia, modernizdcia verejnej
spravy

Abstract: The article focuses on the issue of implementing artificial intelligence (Al) in the
public sector and analyzes the political, legislative, and strategic framework shaping its
development within the European Union and at the national level of its Member States. It
presents internationally recognized definitions of Al, the European digital policy landscape,
key factors influencing the development and implementation of Al, as well as the barriers
that hinder its broader adoption in Europe. The article also provides an overview of current
trends and examples of Al use in public administration and argues that the public sector has
the potential to become a leader in the responsible deployment of artificial intelligence, with
success depending on an emphasis on trustworthy, ethical, and human-centric Al that
supports modern, efficient, and inclusive public services.

Keywords: public sector, artificial intelligence, digitalization, modernization of the public
administration
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Uvod

Jednou z najzasadnejSich technologickych zmien poslednych rokov, ktora by mohla
vyrazne zlepSit' kvalitu verejnych sluzieb a zefektivnit'® procesy verejnej spravy je
zavadzanie umelej inteligencie (AI). Verejny sektor, vd’aka svojej Sirokej pdsobnosti a
zodpovednosti za tvorbu politik, ma vysoky potencidl byt jej zodpovednym a
doveryhodnym pouzivatelom. Nasim cielom je priblizit' politicky kontext, legislativny
ramec EU a narodnych politik, upriamit’ pozornost na kli¢ové faktory ovplyviiujuce
zavadzanie Al, priblizit aktualny stav atrendy, ako aj identifikovat" hlavné bariéry
implementacie Al, ¢i nové vyzvy vyvstavajuce pri jej d’alSom rozvoji.

Vymedzenie pojmu umela inteligencia (AI)

Pre pochopenie vnimania pojmu umelej inteligencie si priblizime jej definicie
z viacerych odbornych zdrojov.

Jedna z medzinarodne uznavanych definicii umelej inteligencie prijatd Organizaciou
pre hospodarsku spolupracu a rozvoj (OECD) je formulovana nasledovne: ,,Al systém je
strojovy systém, ktory pre vyslovne alebo implicitne definované ciele odvodzuje z prijatych
vstupov, ako generovat’ vystupy, ako st predikcie, obsah, odportac¢ania alebo rozhodnutia,
ktoré mozu ovplyvnovat’ fyzické alebo virtualne prostredie. Rozne Al systémy sa liSia
trovitou autondmie a adaptability po nasadeni.*!

Organizacia Spojenych narodov pre vzdeldvanie, vedu a kultiru (UNESCO)
charakterizuje Al ako technoldgiu zalozent na datach, vypoctovom vykone a konektivite,
ktora umoznuje inteligentné fungovanie strojov naprie¢ réznymi odvetviami: ,,Umela
inteligencia umoziuje strojom napodobnovat’ l'udsku inteligenciu, ako je vnimanie, rieSenie
problémov, jazykova interakcia alebo kreativita.* 2

Europska komisia prijala nasledovnu definiciu umelej inteligencie: ,,Systém umelej
inteligencie znamena strojovy systém, ktory je navrhnuty tak, aby fungoval s r6znymi
uroviiami autonomie a ktory moze po nasadeni vykazovat’ adaptivnost’, a ktory na zdklade
explicitnych alebo implicitnych cielov z prijatych vstupov odvodzuje, ako generovat
vystupy, ako st predpovede, obsah, odporucania alebo rozhodnutia, ktoré moézu ovplyvnit

fyzické alebo virtudlne prostredie*.
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Implementacia umelej inteligencie vo verejnom sektore je sucast'ou SirSej europskej
stratégie digitalnej transformacie, ktorej cielom je zefektivnit' verejnt spravu, podporit
inovacie a zvysit konkurencieschopnost Eurépy. Mechanizmus na podporu obnovy a
odolnosti umoziuje Clenskym S$tdtom vyuzivat' néstroje a Cerpat’ financie na realizaciu
modernizacie verejnej spravy, vratane systematického zavadzania Al. Eurdpska komisia
zaroven podporuje spolupracu medzi Clenskymi S$tdtmi prostrednictvom partnerského
ucenia, vymeny osved&enych postupov a podpory investicii do trustworthy AI*

Europska pravna uprava Al

V uplynulych rokoch Europska unia podnikla vyznamné kroky, aby napredovala v
oblasti umelej inteligencie. Tie sa odzrkadl'uji v niekol’kych iniciativach EU. Ide napriklad
o Stratégiu digitdlna dekada’, Eurépsku stratégiu pre udaje®, Zakon o umelej inteligencii’ ,
Zakon o tdajoch a Zékon o digitalnych trhoch. Okrem toho ramec politiky v oblasti umele;j
inteligencie zahima Eurdpsku stratégiu v oblasti umelej inteligencie, ktorej zamerom je
vytvorit z EU svetové centrum umelej inteligencie, zabezpe&enie doveryhodnosti umelej
inteligencie a zameranie na ¢loveka®.

Biela kniha o umelej inteligencii, vydand Europskou komisiou vo februari 2020,
definuje koncepciu budovania eurdpskeho ekosystému zaloZzeného na excelentnosti a
dovere. Tento strategicky radmec analyzuje potencial ale aj hrozby spojené s Al a predklada
navrhy legislativnych a politickych krokov. Ciel'om je stimulovat’ vyskum a inovdacie pri
suc¢asnom zachovani bezpecnosti, etickych Standardov a ochrany zakladnych prav obcanov
Unie. °

Vysoka expertna skupina pre Al pri Eurdpskej komisii uviedla etické usmernenia pre
doveryhodnt umelu inteligenciu. Definuje doveryhodnu Al ako taku, ktord je ,,zdkonna,
etickd a technicky i spolocensky robustna“!®, Preklad principy zaradené do siedmich
kl'a¢ovych poziadaviek, ktorymi st l'udska agentira a dohlad, technicka robustnost’ a
bezpecnost’, stkromie a riadenie udajov, transparentnost, rozmanitost a férovost,
spolocenskd a environmentéalna udrzatel'nost’ a zodpovednost. Usmernenia st nezdviazné,
no sluzia ako zaklad pre politiku EU v oblasti Al a podporuju vytvaranie ekosystému
dovery.!?

Cielom Zékona o umelej inteligencii je rieSit’ rizika, ktoré vyplyvaju z konkrétnych
pouziti umelej inteligencie cez subor jednotlivych pravidiel. Predstavuje prva komplexnt
regulaciu zamerant na vyvoj a prevadzku Al v ramci Eurdpskej unie. Jeho ciel'om je skibit
podporu inovacii na jednotnom trhu s garanciou bezpecnosti a etického pristupu zameraného
na Cloveka. Jadrom legislativy je klasifikacia Al systémov podl'a miery rizika:

e NeprijateIné riziko: Zahfna zakazané praktiky, ako je socidlne bodovanie ¢i

manipulativne techniky.
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e Vysoké riziko: Vyzaduje striktné dodrziavanie noriem v kritickych oblastiach (napr.
zdravotnictvo ¢i verejna sprava).

e Obmedzené riziko: Zameriava sa na transparentnost, najméd pri komunikacii s
chatbotmi alebo identifikacii deepfakes.

e Minimalne riziko: Umoziuje volné vyuZivanie technoldgii bez dodato¢nych
regulécii.

Specificky upravuje aj modely na vieobecné ucely (GPAI) a zriaduje nové dozorné
organy, napriklad Eurépsku radu pre Al. Vd’aka svojej extrateritoridlnej posobnosti sa zdkon
vzt'ahuje na kazdého poskytovatel'a posobiaceho na trhu EU, bez ohladu na krajinu jeho
povodu.!!

Vizuélne zndzornenie ekosystému politik, regulacii a finanénych néstrojov Eurdpske;j
unie, ktoré ovplyviluju rozvoj a vyuzivanie umelej inteligencie mozeme vidiet’ na obrazku
1.

Umeld inteligencia je tam zndzornend v centre eurdpskej digitalnej politiky, ktort tvoria
stratégie pre data, digitalne sluzby, Al ochrana sikromia a kybernetickd bezpecnost'.
Legislativny ramec EU tvoria Data Act, Digital Services Act, Al Act, GDPR, NIS2. Tento
ramec urcuje pravidla pre jej bezpecné a doveryhodné pouzivanie. St tu znazornené rozne
finan¢né nastroje, ktoré podporuji vybudovanie kapacit, vyvoj infrastruktar, vyskum a
implementaciu Al, ako su Horizon Europe, Digital Europe Programme, RRF ¢i narodné
programy. Prepojenost’ legislativnych stratégii EU a finanénych mechanizmov vytvara
komplexny ramec pre rozvoj a doveryhodné vyuzivanie umelej inteligencie v Eurépe.!?
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Digital policy
Digital Decade Strategy

Data Strategy Digital Services Al Strategy Digital Privacy  Cybersecurity

Package
Data Act oo AVASt Reguiation of the Strategy
_ igita | free flow of non- EUCS
Data - Services Act Al Office personal data
Governance Digital ‘Al in Science NIS2
Act . Markiggts - (forthcoming) GDPR Directive

Artificial

Intelligence

IPCEI CIS Horizon Europe RRF
Al Continent Action Plan (e.g., Al DEP ERDF
Factories & Gigafactories) Al Innovation

Big Data Value contractual PPP Package

Invest Al initiative National Programmes
National Programmes CEF Digital

Obrazok 1: Prehlad politického ramca Al. Zdroj: Technopolis Group(2025) in: European Commission: Directorate-General for Research
and Innovation, Strauka, O., Viscido, S. and Denais, A., The futures of artificial intelligence implications for Europe’s R&I ecosystem.
Part 1, A taxonomy for artificial intelligence: technology trends, capabilities and applications,
2025, https://data.europa.eu/doi/10.2777/5639762

Pravna uprava Al z urovne narodnych politik

Pravna uprava umelej inteligencie na narodnej urovni ¢lenskych $tatov EU je tzko
prepojend s implementaciou nariadenia EU o umelej inteligencii (AI Act), ktoré mé priame
uplatnenie vo vSetkych ¢lenskych Statoch. Napriek tomu musia Staty vytvorit' vlastné
vnutroitatne mechanizmy, aby sa pravny ramec EU mohol prakticky vykonavat’. Kazdy §tat
musi mat’ vlastné organy dohl'adu nad trhom, notifikacné organy a organy pre posudzovanie
zhody, narodné Struktiry na presadzovanie prav a dohl'ad nad vysokorizikovymi systémami,
mechanizmy kontroly a sankéné rezimy. Hoci AI Act harmonizuje pravidla v celej EU,
jednotlivé Staty zavadzaju rozliéné dopliujice opatrenia, ¢o vedie k réoznym urovniam
pripravenosti a rozdielom v narodnych pravnych ramcoch.!?

Al Act dava moznost’ ¢lenskym Statom prijimat’ aj d’alSie dopliujuce pravidla, napriklad
v oblasti dohl'adu nad verejnou spravou, v oblasti ochrany zdkladnych prav, vyuzivani Al v
citlivych sektoroch (financie, zdravotnictvo, doprava), o vSak moze viest’ k fragmentacii
vnutorného trhu v pripade, ak ndrodné pravidla budu formulované nad ramec harmonizacie.
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Tento problém je v odbornej literatire identifikovany ako riziko oslabovania jednotného
trhu.'

Niektoré Clenské Staty uz pripravili ndvrhy zédkonov, ktoré definuju ulohy narodnych
tiradov dohl'adu, iné nestihajt plnit terminy a nedodrzali povinnosti. 1°

Faktory suavisiace s vyvojom a zavadzanim technologii umelej inteligencie v Europe

Verejny sektor aj sukromny sektor ¢elia viacerym prekazkam suvisiacim s vyvojom a
nasadenim technologii umelej inteligencie.

Ani najpokrocilejSia umeld inteligencia v sucasnosti nedokaze fungovat’ bez l'udi.
Dostupnost’ a rozmanitost’ talentov v oblasti umelej inteligencie podporuje kreativitu a
schopnost’ riesenia problémov, ¢o ma v kone¢nom dosledku vplyv na rozvoj umelej
inteligencie a jej implementaciu. Organizacie vo v§eobecnosti potrebuju vyvojarov umelej
inteligencie a prekladatelov umelej inteligencie, teda I'udi, ktori vedia, ako pouZzivat’ a
nasadzovat’ umelt inteligenciu.'®

Dalej st to Al tovarne, ktoré predstavuji dynamické ekosystémy podporujiice inovécie,
spolupracu a rozvoj v oblasti umelej inteligencie. Spajanim talentov, udajov a vypoctového
vykonu vytvaraji najmodernejSie generativne modely umelej inteligencie. Podnecuju
spolupracu
v Europe spédjanim univerzit, superpocitacovych centier, priemyslu a finan¢nych subjektov.
St to centra, ktoré pohanaju pokrok v aplikacidch umelej inteligencie v r6znych sektoroch.
17

Pre eticky rozvoj umelej inteligencie, ktory zvySuje doveru verejnosti si dolezité
predpisy poskytujice usmernenia, ako su zdkony o ochrane osobnych tidajov a modely
riadenia umelej inteligencie formulované vo vladnych politikdch a pravnych ramcoch. '8

Stkromné 1 verejné investicie do vyskumu, vyvoja a zavadzania umelej inteligencie na
europskej, narodnej i regiondlnej Girovni su tieZ jednym z hnacich motorov. '8

Dostupnost’ udajov a modely otvorenych ramcov a suborov umelej inteligencie
urychl'uji vyskum a umoziuju slobodny pristup k najpokro¢ilejsim modelom. '

Transparentnost’ prostrednictvom otvoreného zdrojového kodu tiez zlepSuje
spolahlivost’ modelov, bezpecnost’ a etické hl'adiskd, ¢im posilituje doveru v rieSenia umele;j
inteligencie.

Aktivna podpora vyskumu pohaiia inovacie v umelej inteligencii a jej zavadzanie. '8

Gramotnost’ a povedomie v oblasti umelej inteligencie umoziuju zvySovat mieru jej
vyuzivania. Informovanim o jej vyhodéach, ako je efektivnost, automatizacia, lepSie
rozhodovanie i rieSenie potencialnych rizik podporuje jej Sirsie prijatie a integraciu. '®
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Prekazky vo vyvoji a zavadzani technologii umelej inteligencie v Europe

Dolezitym predpokladom pre technologickii suverenitu a konkurencieschopnost’ je
dostatok kapacity datovych centier/cloudu. Pre zabezpecenie technologickej suverenity
v EU je potrebné ich navysenie. '

Umelé inteligencia sa opiera o vysoko kvalitné stibory udajov, avSak udaje su casto
fragmentované, nedostupné alebo tazko integrovate'né. NavySe, pristup k udajom je
blokovany zdkonmi o ochrane sukromia, obavami z narusenia hospodarskej sutaze, ¢i
nedostato¢nou interoperabilitou. '

Mnohé organizacie tiez vyuzivaji zastaralé systémy, ktoré nepodporuji procesy
vhodné pre umelu inteligenciu. Modernizacia hardvéru a systémov moéze byt narocna a
nakladna prekazka.

Podl'a Eurépskeho dvora auditorov, napriek tomu, ze EU ma silnii verejnti vyskumnu
komunitu v oblasti umelej inteligencie, o sa odrdza v najvysSom pocte recenzovanych
vedeckych publikacii o umelej inteligencii na svete v roku 2022, sikromné investicie do
umelej inteligencie v EU zaostavaja. Od roku 2015 su nizsie ako v inych regionoch sveta,
ktoré st lidrami v oblasti umelej inteligencie (USA a Cina). '’

Projekty umelej inteligencie vyzaduju aj vyznamné pociatocné investicie s dlhodobou
navratnostou, ¢o sposobuje vahanie investorov. Mozné vyhody umelej inteligencie su
precefiované, ¢o vedie k nerealistickym ocakdvaniam a neispesnym implementaciam.!®

Zladenie europskych a narodnych opatreni mdze spomalovat’ tempo zavadzania a
rozvoja umelej inteligencie. Nedostatok motivacie na zdiel'anie dat ¢i experimentovanie s
nimi, obavy o zodpovednost' a vlastnictvo udajov, obmedzuje ich dostupnost’, ktord je
kli¢ova pre pokrok. '

Chybaju tiez vSeobecne prijaté a Standardizované ramce na bezpeni vymenu udajov.
Hoci verejné institicie disponuji rozsiahlymi datovymi subormi, maju len obmedzené
moznosti, ako ich efektivne zdiel'at’ s podnikmi ¢i vyskumnymi organizaciami. Rozvoj
umelej inteligencie si zaroven vyzaduje pristup k pokrocilej infrastruktiire, no mnohé malé
a stredné podniky ¢i startupy takéto podmienky nemaju. Vysokovykonné vypoctové
systémy, testovacie prostredia pre Al ¢i cloudové platformy st finan¢ne narocné a ich
dostupnost’ naprie¢ EU je nerovnomerna.'®

Poskytovatelia umelej inteligencie musia zaroven fungovat’ v komplexnom regulacnom
prostredi, ktoré upravuje pracu s tdajmi pri vyvoji aj pouzivani Al. Zahfiia to GDPR, Akt o
umelej inteligencii, DMA, Akt o udajoch, nariadenie o vol'nom toku neosobnych udajov a
d’alSie predpisy nadvizujiace na eurdpsku datovu stratégiu. Draghiho sprava upozoriuje, ze
regulacné bariéry v technologickom sektore s mimoriadne zatazujice najmé pre startupy
a pristup EU moZe brzdit inovacie — v Glenskych $tatoch totiz pdsobi priblizne 100
technologicky orientovanych zdkonov a viac ako 270 regulac¢nych organov dohliadajticich
na digitalne siete. 2°
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Mnozstvo modelov umelej inteligencie, ktorych neustale pribuda, vytvaraja vyzvy pri
spravnom vybere najvhodnejSiecho modelu pre organizacie. Taktiez nedostatok dovery, ked’
pouzivatelia a zainteresované strany nie su si isti, ako model prijima rozhodnutia, a preto
mozu vahat’, ¢i sa spolahnut’ na jeho vystupy, pretoze sa obavaji nepresnosti, zaujatosti
alebo neimyselnych dosledkov. Nedostatok transparentnosti tento problém este zhorsuje.?!

Predpoklad i obava, ze umeld inteligencia nahradi pracovnikov, tieZ brani jej
zavadzaniu, kedze rutinné aopakujuce sa ulohy st tymi, ktoré sa s najvicSou
pravdepodobnostou automatizuju. RieSenie zlozitych pripadov i kritické myslenie by mali
byt technologiou posilnené. Predpoklady do nasledujicich piatich rokov formuluju
narusenie 44 % zrucnosti pracovnikov, ¢o znamend, Ze zdokonalovanie zruCnosti a
celozivotné vzdeldvanie su teraz este doleZitejsie. 22

Modely umelej inteligencie, najmé tie zalozené na hlbokom uceni, vyzaduju
mimoriadne velké vypoctové kapacity, ¢o vedie k zvySenej spotrebe energie a rastu
uhlikovych emisii. Dynamicky rozvoj Al zaroven zvysuje dopyt po elektrickej energii, ktora
je Casto vyrabana z neobnoviteI'nych zdrojov. Prevadzka datovych centier potrebnych pre
Al tak vyznamne prispieva k celosvetove] energetickej spotrebe a otvara otazku jej
dlhodobej udrzatel'nosti. Zaroven chybaju regulacné ramce, ktoré by zabezpecili, aby bol
vyvoj umelej inteligencie v sulade s principmi udrzatelnosti.'¢

Aktuilny stav a trendy v pouZivani Al

Sprava Eurdpskej komisie ,,Directorate-General for Research and Innovation® (2025),
ktorej ¢asovy horizont progno6zy siaha do roku 2040, sa zameriava na zozbieranie informacii
o aktualnych trendoch, hnacich silach ale aj prekazkach z oblasti vyvoja a vyuzivania
technolégii umelej inteligencie v Eurdpe ivo svete asnazi sa vytvorit taxonOmiu
technologii umelej inteligencie, ktord bude pouzita na zmapovanie sucasného stavu umelej
inteligencie v eurdpskom priemyselnom prostredi. '6

Sprava poskytuje prehlad intenzity vyuzivania umelej inteligencie v rdznych
odvetviach (obrazok 2). Napriklad sektor administrativy a podpornych sluzieb sa pohybuje
na strednej Grovni, pricom odvetvie IKT a profesiondlnych sluzieb sa nachiddza v pasme
vysokej intenzity pouzivania. Porovnanim dalSich odvetvi mo6zeme konStatovat, ze
vyuzivanie umelej inteligencie nie je rovhomerne rozlozené medzi jednotlivymi odvetviami,
a vzhladom na to, ze je stale v pociatocnom Stadiu Sirenia, jej potencial ako vSeobecne
pouziteI'nej technoldgie doposial nie je plne realizovany.'®
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Obrazok 2: sektorova intenzita Al. Zdroj: https://www.oecd.org/en/publications/a-sectoral-taxonomy-of-ai-intensity 1f6377b5-en.html.
In: (European Commission: Directorate-General for Research and Innovation, Strauka, O., Viscido, S. and Denais, A., The futures of
artificial intelligence implications for Europe’s R&I ecosystem. Part I, A taxonomy for artificial intelligence: technology trends,
capabilities and applications, 2025, https://data.europa.eu/doi/10.2777/5639762)

Al vo verejnej sprave

Podl’a stidie Spolocného vyskumného centra (JRC) Eurdpskej komisie z roku 2024, je
Al ,,uz realitou vo verejnej sprave®, najméd v oblasti poskytovania sluzieb obfanom a v
internych procesoch organizacii. Bezne sa vyuziva pri analyze Ziadosti, chatbotoch, sprave
dokumentov, asistencii pri vypliani formularov, &i detekcii podvodov. Stidia ukazuje, e
prijatie umelej inteligencie vo verejnom sektore ovplyviluje Sest’ hlavnych faktorov.
NajdolezitejSie je presvedcenie, ze Al prinesie organizacii realne prinosy. Rovnako
rozhodujuca je dostupnost’ internych odbornikov — nielen technickych, ale aj v oblasti prava,
etiky ¢i spravy. Déleziti rolu zohrava aj jasnd a premyslend Al stratégia, ktord urCuje
smerovanie technologickych zmien. Prijatie Al podporuje aj inovativna organiza¢na kultura,
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ktorda umoznuje experimentovanie. Silny faktor predstavuje podpora manazmentu, ktory
aktivne presadzuje digitalnu transformdaciu. Poslednym klIaiCovym prvkom st ocakavania
obc&anov a ich dopyt po modernejsich a inteligentnejsich verejnych sluzbach. **

Zaujimavym zistenim je, ze faktory ako rozpocet, ndrodné vladne stimuly ¢i spolupraca
so sukromnym sektorom nemali v tejto analyze Statisticky vyznamny vplyv na samotné
prijatie AL Studia preto odporida zamerat' sa na rozvoj ,,mikkych“ faktorov, ako su
vzdelavacie programy pre lidrov a budovanie multidisciplinarnych internych timov.?

Konkrétne priklady uspesnej implementacie Al vo verejnom sektore mozeme vidiet
napriklad v Estonsku, ktoré patri medzi svetovych lidrov v digitalnej verejnej sprave. Jeho
systétm Kratt je ukdzkovym prikladom toho, ako modze interoperatibilna infraStruktara
podporovat’ moderné e-government sluzby. Kratt prepdja viac nez 120 verejnych agentur
prostrednictvom siete digitalnych asistentov, ktori medzi sebou zdiel'aju data a umoziuju
obCanom vybavovat’ rézne zivotné situdcie jednoduchSie a rychlejSie. Tento ekosystém
virtudlnych asistentov zlepsuje dostupnost’ sluzieb, podporuje automatizované procesy a
vytvara zéklad pre pouzivatel'sky orientovant verejni spravu.

V Dansku, ktoré tiez patri medzi digitalne najvyspelejSie krajiny Eurdpy, je jednym z
uspesnych prikladov vyuzitia umelej inteligencie vo verejnych sluzbach chatbot Muni.
Tento virtualny asistent funguje v 37 danskych obciach a pomaha obyvatel'om rychlo najst’
odpovede na otazky tykajuce sa miestnych sluzieb, od komunalnych informacii, az po
praktické zélezitosti kazdodenného Zivota. Nasadenie Muni ukazuje, ako moze Al podporit’
lepsi pristup k informécidm, odbremenit pracovnikov samospravy a zdroven zvysit
spokojnost’ ob&anov.2

V talianskom meste Verona je umela inteligencia vyuzivana na inteligentné riadenie
dopravy. Na frekventovanej krizovatke Porta Nuova zbieraji moderné senzory udaje o
doprave v realnom case, a tieto data nasledne spractiva Al systém. Ten vyhodnocuje
dopravné vzorce, pomaha predchadzat pretazeniu a umoziuje efektivnejSie riadenie
dopravnych tokov v meste. Tento priklad ukazuje, ako méze Al podporit’ mestsku mobilitu
a zlepsit’ plynulost’ dopravy v urbanizovanych oblastiach. 26

Vyzvy Al vo verejnom sektore

Nedavna eurdpska stiidia zamerand na adopciu umelej inteligencie vo verejnom sektore
zdoraziuje, ze uspesné nasadenie Al zavisi od dvoch vzajomne prepojenych oblasti:
kompetencii verejnych manazérov a primeranych spravnych praktik. Vyskum identifikoval
dva rdmce potrebné pre efektivne vyuzitie Al. Prvym je kompetencny rdmec, ktory zahtiia
technické, manazérske, pravno-etické, politické, ale aj postojové, operacné a digitalne
znalostné kompetencie nevyhnutné pre pracu s Al vo verejnej sprave. Druhym je ramec
praktik spravy, ktory opisuje procedurdlne, Strukturdlne a vzt'ahové pristupy napriec
strategickou, taktickou a operativnou uroviiou riadenia. Sucastou spravy je subor

136



odporucani, ktoré sa premietaju do konkrétnych opatreni podporujucich rozvoj kompetencii
a spravnych mechanizmov potrebnych na zodpovednu a efektivnu implementaciu Al v
eurdpskom verejnom sektore.?’

Stadia ,,StepUp, StartUps, Consortium® opisuje, ako umela inteligencia formuje
buducu fazu digitalnej transformécie verejného sektora v Eurdpe. Zdoraznuje hlavne rastiicu
integraciu Al do sluzieb pre ob¢anov, budice trendy v GovTech ekosystéme a prekazky pri
Skalovani Al, ako s data, infrastruktara, zruGnosti. Stadia je kli¢ova pre pochopenie
budiicich smerov vyuzivania Al 2

European Public Al Policy Brief (2026) so zameranim na dlhodobt buducnostou Al v
europskom verejnom sektore upriamil pozornost’ na digitdlnu suverenitu Eurdpy pri vyvoji
Al, potrebu budovania verejnych open-source foundation modelov, infrastruktirnu
nezavislost, strategické smerovanie verejnej Al
a viziu Al ako ,,verejnej digitdlnej infratruktiry* do buducnosti.?’

OECD sprava ,,Governing with Artificial Intelligence® (2025) ponuka strategicky
pohl'ad na budicnost Al v navrhovani a poskytovani verejnych sluzieb. Upriamuje
pozornost’ na rastuci podiel automatizovate'nych uloh vo verejnej sprave, vyuzitie Al na
proaktivne sluzby zalozené na datovych predikciach, ¢i na vyzvy suvisiace s doverou,
legitimitou a spravanim obcanov.
Ide o komplexny pohl’ad na budiicu transforméciu verejnych instittcii.*

Do roku 2030 bude Al tvorit’ zaklad fungovania verejného sektora: od infraStruktuary,
cez sluzby pre ob¢anov, az po etické a kompetencné ramce, pricom Eurdpa bude klast’ doraz
na suverenitu, interoperabilitu a zodpovedné vyuzitie.’!

Zaver

Verejny sektor by mal byt lidrom v zavadzani umelej inteligencie, aby poskytoval
kvalitnejSie sluzby, zlepsil interakciu s ob¢anmi, zvysil efektivnost’ a podporil demokratické
procesy. Na dosiahnutie tohto ciela je potrebné sa nad’alej zameriavat’ na zabezpecenie
primerané¢ho financovania, odborné kapacity a strategické obstaravanie technologii Al.
Mechanizmus obnovy a odolnosti ponutka prilezitost na urychlenie digitalizacie verejne;j
spravy, pricom verejné obstaravanie zohrava kI'i€ovu ulohu pri stimulovani dopytu po
doveryhodnych rieseniach.
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INVESTICIE DO UMELEJ INTELIGENCIE V KRAJINACH V4
Eva MIHALIKOVA

Abstrakt: Clanok sa zameriava na analyzu investicii do umelej inteligencie v Eurdpskej
unii v kontexte dynamickej technologickej transformacie a formovania jednotného
regulacného ramca EU. Cielom prispevku je zhodnotit vwvoj a tirover investicii do umelej
inteligencie v EU, s dérazom na krajiny V4. Analyza vychddza z ddt za obdobie piatich
rokov, pricom detailna Struktura investicii podla kategorii je skumana v roku 2023. Vysledky
poukazuju na rastuci trend investicii do umelej inteligencie, pricom Polsko dosahuje vediice
postavenie medzi krajinami V4.

KUlucové slova: umela inteligencia, Europska unia, investicie, stratégie, financovanie

Abstract: The article focuses on the analysis of investments in artificial intelligence within
the European Union in the context of dynamic technological transformation and the
establishment of a unified EU regulatory framework. The aim of the paper is to assess the
development and level of investments in artificial intelligence across the EU, with a
particular emphasis on the V4 countries. The analysis is based on data covering a five-year
period, with a detailed examination of the investment structure by categories conducted for
the year 2023. The results indicate a growing trend in artificial intelligence investments,
with Poland achieving a leading position among the V4 countries.

Keywords: artificial intelligence, European Union, investments, strategies, financing
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UvOD

Stcasna doba je poznamenand intenzivnou technologickou transformaciou. Umela
inteligencia sa stdva najvyznamnej$im motorom technologického pokroku, prenikd do
roznych oblasti a prindSa nové perspektivy aj pre rieSenie komplexnych spolocenskych a
environmentalnych vyziev. S vyvojom umelej inteligencie je dolezité aj sledovanie
globalnych politik a predpisov.

EU sa stava celosvetovym lidrom stanovenim jednotného pravneho ramca pre oblast’
umelej inteligencie a vytvara priestor pre podporu rozvoja a zavadzania umelej inteligencie.
Zdoraznuje aj rastuci ekonomicky vyznam umelej inteligencie ako hnacej sily inovacii,
konkurencieschopnosti a dlhodobého hospodarskeho rastu v ramci EU. Clanok vytyéuje
smerovanie EU v oblasti umelej inteligencie a analyzuje investicie do umelej inteligencie
v EU a krajinach V4,

UMELA INTELIGENCIA V EU

Umelé inteligencia (Al) vo svojej najjednoduchsej forme zahfiia pocitace alebo iné
zariadenia, ktoré napodobnuju kognitivne funkcie tykajuce sa inteligencie u l'udi, ako je
ucenie a rieSenie problémov (Khanzode a Sarode, 2020). Makridakis (2017) uvadza, ze je to
silny nastroj na zvySenie efektivnosti, U¢innosti a kreativity vd’aka svojim moznym
vyhodam v oblastiach, ako je automatizacia, analyza udajov a rozhodovanie. Technologie
Al, vybavené pokroc¢ilymi funkciami, pontkaju vyznamné prilezitosti na rieSenie vyziev,
ktorym celia financ¢né inStitdcie, investori a tvorcovia politik, a otvaraju tak perspektivu
udrzatel'nejSej a inkluzivnejsej ekonomiky (Singh et al. 2024). Umela inteligencia sa stala
hnacou silou moderného vyskumu, priemyslu a verejnej spravy. Tuto technoldgiu vyuziva
aj Eurépska tinia (EU) s cielom vytvorit’ spoloéenski, ako aj ekonomicka hodnotu (Foffano
a kol., 2022).

V roku 2024 boli vEU stanovené harmonizované pravidla pre oblast umele;
inteligencie (Akt 0 umelej inteligencii) a to prijatim Nariadenie EP a Rady (EU) 2024/1689.
Ucelom tohto nariadenia je zlepsit fungovanie vnitorného trhu stanovenim jednotného
pravneho ramca, najmi pokial’ ide o vyvoj, uvadzanie na trh, uvadzanie do prevadzky

a pouzivanie systémov umelej inteligencie v Unii, podporovat’ zavidzanie doveryhodne;
umelej inteligencie sustredenej na ¢loveka a zaroven zaistit’ vysokd uroven ochrany zdravia,
bezpecnosti a zakladnych prav, vratane ochrany demokracie, pravneho Statu a zivotného
prostredia, chranit’ pred $kodlivymi t&inkami systémov AI v Unii a podporovat
inovécie. Dalej nariadenie uvadza, ze Al je rychlo sa rozvijajuca skupina technologii, ktora
prispieva k Sirokému spektru hospodarskych, environmentéalnych a spoloc¢enskych prinosov
vo vSetkych odvetviach a spoloCenskych Cinnostiach. Akt o umelej inteligencii nastol'uje
rovnovahu medzi podporou vyskumu a inovacii v oblasti umelej inteligencie a zaroven

zabezpecuje, aby Eurdpania mohli vyuZzivat’ bezpe¢nll a déveryhodnu umelu inteligenciu.
(EK, 2025, Eurépsky pristup k umelej inteligencii). Cielom pravidiel je podporit’ vyvoj

142


https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai

a zavadzanie bezpecnych a doveryhodnych systémov umelej inteligencie na jednotnom trhu
EU v sikromnom aj vo verejnom sektore, a zaroveii zabezpe¢it zdravie a bezpe¢nost
ob¢anov EU a dodrziavanie zékladnych prav (EU, 2025, Pravidla doveryhodnej umele;
inteligencie v EU). Akt o umelej inteligencii je su¢ast'ou §irSieho balika politickych opatreni
na podporu rozvoja doveryhodnej umelej inteligencie, ktory zahfia aj akény plan pre umela
inteligenciu, inovacny balik v oblasti umelej inteligencie a spustenie tovarni umelej
inteligencie. Tieto opatrenia spolocne zarucujii bezpecnost’, zdkladné prava a umelt
inteligenciu zamerant na ¢loveka a posiliiuju zavadzanie, investicie a inovacie v oblasti
umelej inteligencie v celej EU. (EK, 2025, Akt oumelej inteligencii). Akto umelej
inteligencii je prvym komplexnym pravnym ramcom pre umelt inteligenciu na celom svete.
V oktobri 2025 Eurépska komisia zverejnila Stratégiu pre vyuzitie Al, ktora dopina
horizontalnu stratégiu EU pre oblast umelej inteligencie (Akény plan pre Al kontinent)
zverejnenu v aprili 2025. Cielom stratégie je podpora nasadzovania a vyuzitia umelej

inteligencie v EU naprie¢ strategickymi odvetviami (MIRRI, 2025). Touto stratégiou sa:
— podpori zavadzanie umelej inteligencie, najmi medzi MSP a malymi spolo¢nostami

so strednou trhovou kapitalizaciou,

- ulah¢i integracia umelej inteligencie, co pomdze zvysit konkurencieschopnost’
strategickych odvetvi,

- spristupnia SirSie spolocenské prinosy umelej inteligencie,

— posilni sposobilost EU a dosiahne $pi¢kovéa tiroven v oblasti prelomovej umelej
inteligencie.
Stratégia identifikuje strategické sektory, v ktorych ma Al najvicsi transformacny

potencial (Obrazok 1).
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Obrazok 1 Strategické sektory pre vyuZitie Al
Zdroj: spracovanie na zaklade MIRRI (2025) s vyuzitim Napkin.Al

Pre kazdy sektor navrhuje komisia vlastny subor opatreni, na realizaciu ktorych sa
pocita s vyuzitim zdrojov vo vyske priblizne 1 miliardy eur predovSetkym z programov
Horizont Eurdpe a Digitadlna Eurdpe. Program Horizont Eurdpa podporuje Siroku skalu Al
projektov v ramci klastra 4 (Digitalne, priemyselné a vesmirne technolégie), s dorazom na
inovdcie, ktoré posilnuju eurépsku konkurencieschopnost’ a udrzatel'nost. Tieto projekty
kombinuju Al s inymi technoldégiami ako robotika, kvantové systémy ¢i spracovanie dat,
pri¢om rozpocet na Al vyzvy presahuje desiatky milionov eur ro¢ne. (EK, 2025, Eurdpsky
pristup k umelej inteligencii). V roku 2025 oznamila EU historickli investiciu do umelej
inteligencie — 200 miliard EUR v ramci iniciativy InvestAl. Tato investicia mdZe znamenat’
zasadny zlom v technologickom postaveni EU (Slovensko.AlL 2025).

Investicie do Al nie su len technologickym trendom, ale makroekonomickou
nevyhnutnostou, maju potencial transformovat’ ekonomiku a zlepSit’ produktivitu. Firmy
a Staty investuju s cielom ziskat strategickt prevahu. Lane a kol. (2024) uvadzaju, ze vlady
vsadzaju na investicie do inovativnych, rozvijajicich sa odvetvi, ako je Al. Santos a kol.
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(2025) zistili, ze investicie st prevazne sustredené v rozvinutejSich regionoch, s osobitnym
doérazom na oblasti s vysokou aktivitou v oblasti IKT a inovacnym potencialom. Stern a kol.
(2025) su toho ndzoru, ze podporou inovacii, smerovanim investicii a podporou
medzindrodnej spoluprace mozu vlady zabezpecit, aby umela inteligencia prinasala
environmentalne aj ekonomické vyhody, ¢im sa pripravi cesta pre udrzatelnti budiucnost’.

3 CIEL A METODIKA

Cielom prispevku je zistit’ uroven investicii do umelej inteligencii v celej EU a v
krajinach V4. Data su analyzované za pat rokov s detailnejSou analyzou investicii do Al
podla kategorii, realizovanou v poslednom sledovanom roku 2023. Data pre spracovanie
analyzy st cerpané z OECD.AI adokumentu OECD sndzvom: Posilnenie merania
investicii do umelej inteligencii, 2025.

OECD a Eurodpska komisia vyvinuli harmonizovany ramec, ktory klasifikuje Al ako
technologiu vSeobecného ucelu. Podla tejto metodiky sa investicie zameriavaju na Styri
kl'icové kategoérie — zrucnosti, data a vybavenie, vyskum a vyvoj a ostatné produkty
dusevného vlastnictva a desat’ Specifickych investicnych poloziek. Na odhad podielu
suvisiaceho s umelou inteligenciou pre kazdu investi¢ni kategoériu bol vyvinuty subor
Specifickych koeficientov intenzity. Koeficienty intenzity Al st odvodené z patentovych
dat, vzdelavacich Statistik a udajov o pracovnej sile, aby sa izolovala Cast’ investicii do IKT,
ktoréd je skutocne venovand umelej inteligencii. (OECD.AI, 2026). Prehl'ad investi¢nych
poloziek a koeficientov intenzity Al poskytuje tabul’ka.

Tabulka 1 PrehPad investi¢nych poloZiek a zdrojov

Investi¢na polozka Koeficient intenzity Al

Odmeny Specialistov na IKT v | Percentualny podiel Specialistov na Al alIKT
oblasti umelej inteligencie v celkovom pocte Specialistov na IKT v krajine

Odmeny akademickych | Percentualny = podiel  univerzitnych  programov
ucitelov zameranych na umell inteligenciu z celkového poctu
programov v krajine

Firemné Skolenia suvisiace s | Percentualny podiel patentov Al na celkovom pocte
Al patentov

Organiza¢ny kapital

Hodnota znacky

Dizajn produktu

Vyskum a vyvoj Percentudlny podiel patentov o umelej inteligencii z
celkového poctu patentov v krajine a percentudlny
podiel publikacii o umelej inteligencii z celkového poctu
publikécii v krajine
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Percentualny podiel patentov v oblasti umelej
inteligencie z celkového poctu patentov v oblasti

Pocitacovy hardvér

Pocitacovy softvér a databazy

Telekomunikaéné zariadenia | informacénych a komunikaénych technologii v krajine

Zdroj: OECD.AI (2026)

4 ANALYZA INVESTICIi DO AT V KRAJINACH V4

V uvode analyzy je poskytnuty prehlad o celkovych investicidch do umelej
inteligencie v EU27 a v krajinach V4 (Pol'sko, Mad’arsko, Cesko a Slovensko) za obdobie
piatich rokov.

Tabulka 2 Celkové investicie do umelej inteligencie (v milionoch eur)

Krajina 2019 2020 2021 2022 2023
Investicie v krajinach V4
PL 187,4 514,4 13079 2107,1 45552
HU 979,9 1554.,6 1416,6 3746 2450,9
CcZ 1806,5 3433,4 200,4 891,7 1618,6
SK 11593 49,5 530 1574 82,9
Investicie v EU27
EU27 | 81378,1 | 1005403 | 1143323 | 160073,6 | 151695,7

Zdroj: vlastné spracovanie podla OECD.AI (2026)

Na zéklade dat mozno konstatovat’, e investicie do Al v EU27 kazdoro&ne narastali
s vynimkou roka 2023. Za sledované obdobie doslo v EU k 86,4 % narastu investicii do
umelej inteligencie. Z krajin V4 investicie do Al kazdym rokom rastli v Pol'sku. V ostatnych
krajinach dochadzalo v investiciach v sledovanom cCase k viacerym zmenam, o nazornejsie
prezentuje grafické znazornenie.
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Graf 1 Investicie do umelej inteligencii v krajinach V4

Pre detailnejSiu analyzu je vybrany rok 2023. Tabul'ka 3 uvadza prehlad investicii
v EU a v krajinach V4 podr'a jednotlivych kategérii. Rozdiely v datach, ktoré st v tabulke
2 a v tabul’ke 3 suvisia s tym, Zze v minulych rokoch nebola do sledovania zahrnuté kategoria
- zruénosti.

Tabul’ka 3 Investicie do umelej inteligencie podla kategorii v roku 2023 (v milionoch

eur)
In¢é produkty
.. | Vyskum Data a . .
Krajina ay, o % bavenie % dusevného % | Zrucnosti | % | Celkom
AY
N Y vlastnictva
Investicie v krajinach V4
PL 40049| 2,71| 3070,82] 20,81 1083,9] 735| 10201,67| 69,13| 14756,87
HU 160,67 4,79  2035.8| 60,64 25446| 7,58  906,12| 26,99| 3357,05
CZ 271,39| 12,54]  1297,89] 59,98 493] 228  54547] 2521| 2164,04
SK 82,85| 9,20 0 - 0 - 817,88 90,80| 900,74
Investicie v EU27
EU27 | 33392,6] 12,99 95359,79| 37,11|  2294331| 893| 105278,5| 40,97| 256974,1

Zdroj: vlastné spracovanie podl'a OECD.AI (2026), dokument: Posilnenie merania investicii
do umelej inteligencii, 2025.

Data z tabulky naznaduju, Ze celkova vyska investicii do Al bola v celej EU v roku
2023 257 miliard eur a najvyssi podiel na celkovych investiciach do umelej inteligencie
mali zru¢nosti s hodnotou 40,97 % a data a vybavenie s hodnotou 37 %. Percentudlne
rozlozenie jednotlivych kategorii na celkovych investicidch do Al zobrazuje graf 2.

= Vyskum a vyvoj

Diéta a vybavenie

= Iné produkty dusevného

37%

vlastnictva

= Zménosti

Graf 2 Investicie do umelej inteligencii v EU v roku 2023
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Z krajin V4 do Al najviac investovalo Pol'sko. Z jednotlivych kategérii malo Pol'sko
dominanciu v oblasti zru¢nosti, i§lo 0 69 percentny podiel. Tato kategoria je dominantna aj
na Slovensku, aj ked’ treba poznamenat’, Ze Slovensko v roku 2023 s investiciami do Al
vyrazne zaostavalo v porovnani s ostatnymi krajinami V4.

Vo vSeobecnosti mozno konStatovat, Ze investicie do zru¢nosti sa prevazne
zameriavaji na rozvoj technickych kompetencii, ako je programovanie, strojové ucenie a
analyza dat, ktoré s nevyhnutné pre vytvaranie a implementaciu technologii umele;j
inteligencie. Tato kategdria pozostava z troch investinych poloziek, ktoré su uvadzané
v tabul’ke 4.

Tabul’ka 4 Investicie do umelej inteligencie za rok 2023 v oblasti zru¢nosti
(v milionoch eur)

Zruénosti
Krajina Odmenovanie | Odmenovanie Skolenia /
IT Specialistov ucitelov tréningy

Investicie v krajinach V4

PL 10145,23 1,1 55,34
HU 880,91 1 24,21
Ccz 539,75 2,26 3,46
SK 817,72 0,16 0
Investicie v EU27
EU27 101278,55 295,97 ‘ 3703,93

Zdroj: vlastné spracovanie podl'a OECD.AI (2026), dokument:
Posilnenie Merania investicii do umelej inteligencii, 2025.

Druhou najviac zastipenou kategériou v EU st data avybavenie s37, 11 %
podielom. Je to oblast’, ktora sa orientuje na dostupnost’ a pristupnost’ vysokokvalitnych dat
spolu s relevantnym softvérom a infraStruktarou IKT. Zkrajin V4 v tejto oblasti
napredovalo v roku 2023 Madarsko a Cesko s priblizne 60 % podielom v porovnani
s ostatnymi kategoriami. Prehl'ad o tom, ktoré investi¢né polozky tato kategdria obsahuje
vyjadruje tabulke 5, z ktorej je zrejmé, ze najvysSie zastiipenie mala softvérova Cast’.

Tabul’ka 5 Investicie do umelej inteligencie za rok 2023 v oblasti data a vybavenie
(v milionoch eur)
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Déta a vybavenie
= Pocitacovy Softvér, Telekomunikacné
hardvér databazy zariadenia
Investicie v krajinach V4
PL 908,67 1777,97 384,18
HU 401,85 1429,05 204.,9
CzZ 264,6 952,44 80,85
Investicie v EU27
EU27 15251,42 67002,77 | 131056

Zdroj: vlastné spracovanie podl'a OECD.AI (2026), dokument:
Posilnenie merania investicii do umelej inteligencii, 2025.

Slovensko malo v roku 2023 podiel len v dvoch zo Styroch kategérii ato uz v
spominanych zru¢nostiach a druhou kategodriou je veda a vyskum. Zaujimavym faktom je,
ze aj ked’ Slovensko v roku 2023 zaostavalo s investiciami do Al, z krajin V4 mali verejné
investicie na celkovych investiciach najvyssi podiel a to 46,7 %. Vysledky komparacie su
prezentované v grafe 3.
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Graf 3 Podiel verejnych investicii do umelej inteligencii v krajinach V4 v roku 2023
Zdroj: OECD.AI (2026), Meranie investicii do umelej inteligencie

Pri pohl'ade na rozloZenie sikromnych a verejnych investicii do Al v celej EU, treba
poznamenat’, Ze investicie sukromného sektora vyrazne prevysuju verejné investicie. V roku
2023 tvorili sukromné investicie do Al priblizne 73 % z celkovych investicii do umelej
inteligencie.
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Stkromné investicie zohravaji dolezita tlohu hlavne pri vyvoji a zavadzani
technologii umelej inteligencie a st pohdnané najmi vyhliadkami na vytvorenie
konkurencnej vyhody, nakladovej efektivnosti a zvySenych prijmov.

Verejné investicie su zamerané predovSetkym na zdkladny vyskum a dlhodobé
spolocenské prinosy. Je im ale potrebné venovat’ pozornost, lebo sa ocakdva, ze verejné
investicie prinesti pocetné a vyznamné vyhody vo viacerych rozmeroch, urychlia
technologicky pokrok, hospodarsky rozvoj a spolocenski pohodu a mézu povzbudit’ I'udi k
vyvoju a prijimaniu rieSeni zalozenych na umelej inteligencii. OECD.AI (2026).

5  ZAVER

Eurodpa si zvolila cestu "zodpovednej inovacie". Hoci v pocte Spickovych modelov
a investicii do Al zaostava za USA alebo Cinou, stala sa globalnym referenénym bodom pre
spravu Al a to prijatim Paktu o umelej inteligencii.

Clanok poukazuje na to, ako a kolko krajiny V4 investuju do umelej inteligencie.
Pozostéva z dvoch zakladnych &asti: vyty&enia smerovani EU v oblasti umelej inteligencie
a z analyzy dat dotykajucich sa investicii do umelej inteligencie v EU a v krajinach V4.

Vysledky analyzy ukazuju rastuci trend investicii do umelej inteligencii s vyraznym
zastipenim investicii v kategérii zru€nosti v investi¢nej polozke odmenovanie IT
Specialistov a v kategorii data a vybavenie v investi¢nej polozke softvér a databazy. Z krajin
V4 je na poprednom mieste v investiciach do Al Pol’sko.

V zéavere treba poznamenat’, Ze napriek rasticemu globalnemu zdujmu o meranie
investicii do umelej inteligencie s spolahlivé a porovnatelné odhady stile nedostato¢né.
Viacsina narodnych a Statnych Statistickych systémov nie je dostato¢ne vybavend na
sledovanie toho, ako investicie do umelej inteligencie prenikaju do ekonomiky, pretoze
spolo¢nosti a jednotlivci, ktori st hnacou silou zavadzania novych nastrojov umelej
inteligencie, su rozptyleni v roznych konven¢nych priemyselnych odvetviach (Lane, J. et
al., 2024).

Prispevok je sucastou rieSenie projektu VVGS-2024-3421 Modernizacia a
racionalizacia miestnych samosprav prostrednictvom umelej inteligencie.
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UMl;:LA INTELIGENCIA VO VEREJNEJ SPRAVE: LEGISLATIVNY
RAMEC EU A IMPLEMENTACIA V SLOVENSKEJ REPUBLIKE

Silvia KARAFFOVA

Abstrakt: Prispevok sa zaoberda vyuzivanim umelej inteligencie vo verejnej sprave s
dorazom na legislativny ramec Europskej unie a jeho implementaciu v Slovenskej republike.
Analyzuje sucasny stav narodnych stratégii a akcénych planov, instituciondlne mechanizmy
koordinacie a pripravované pravne predpisy, ktoré upravuju pouzivanie Al systéemov vo
verejnej sprave. Prispevok identifikuje vyzvy spojené s absenciou vyhradenej narodnej Al
stratégie, potrebu posilnenia kompetencii a kapacit uradnikov, ako aj vyznam vyvazeného
pristupu kombinujuceho technologicky rozvoj, transparentnost a ochranu zakladnych prav.
Vysledky prace poskytuju komplexny prehlad o pravmom, strategickom a organizacnom
prostredi pre Al na Slovensku a sluzia ako vychodisko pre dalsi vyskum v oblasti digitdlnej
transformdcie verejnej spravy.

KUlucové slova: Umeld inteligencia, Verejna sprava, Regulacia, Digitalna transformdcia

Abstract: The paper examines the use of artificial intelligence in public administration,
focusing on the European Union legislative framework and its implementation in the Slovak
Republic. It analyzes the current state of national strategies and action plans, institutional
coordination mechanisms, and forthcoming legal regulations governing Al systems in public
administration. The paper highlights challenges related to the absence of a dedicated
national Al strategy, the need to strengthen staff competencies and capacities, and the
importance of a balanced approach combining technological development, transparency,
and protection of fundamental rights. The findings provide a comprehensive overview of the
legal, strategic, and organizational environment for Al in Slovakia and serve as a foundation
for further research in the digital transformation of public administration.
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UVOD

V poslednych desatrociach sa umeld inteligencia (AI) stala klI'icovym faktorom
ekonomického, technologického a spolo¢enského rozvoja. Nasadzovanie umelej
inteligencie sa neobmedzuje len na komercény sektor, ale ¢oraz viac prenika aj do sféry
verejnej spravy, kde predstavuje nastroj na optimalizaciu rozhodovania, zefektivnenie
administrativnych procesov a zlepSenie kvality poskytovanych sluzieb. S rozvojom Al sa
vSak objavuju aj nové vyzvy, najmé v oblasti transparentnosti, ochrany osobnych udajov,
zodpovednosti a zdkladnych prav obCanov. Vzhl'adom na tieto riziké je nevyhnutné, aby
implementacia umelej inteligencie vo verejnej sprave prebiehala v sulade s jasne
definovanymi legislativnymi a etickymi ramcami.

Europska unia reagovala na vyvoj technologii prijatim jednotného pravneho ramca,
ktorym je Nariadenie (EU) 2024/1689, zname ako Akt o umelej inteligencii (AI Act). Tento
pravny dokument predstavuje komplexny a zavdzny nastroj na regulaciu systémov Al na
globalnej urovni a stanovuje zasady rizikovo orientovaného pristupu, ktory rozliSuje medzi
jednotlivymi kategoriami Al systémov podl'a miery rizika, ktoré predstavuji pre spolo¢nost’
a zékladné prava jednotlivcov. Pre verejnu spravu to znamena, Ze zavadzanie a pouZzivanie
Al systémov sa musi riadit’ prisnymi pravidlami tykajicimi sa transparentnosti, bezpec¢nosti
a monitorovania, priCom clenské Staty su povinné zriadit’ u¢inné mechanizmy dohladu a
koordinacie.

Slovenskéa republika postupne buduje vlastny legislativny a strategicky ramec pre
implementaciu Al, pricom vychadza z europskych iniciativ a koordinovanych planov. Hoci
v sucasnosti neexistuje samostatnd narodna Al stratégia, problematika Al je integrovana do
sirSich digitalnych transformac¢nych dokumentov, ktoré zahtfiiaju digitdlnu transformaciu
Statnej spravy, podporu digitdlnych zrucnosti a vytvaranie podmienok pre efektivne
vyuzivanie technologii a dat. Slovensko zaroven pripravuje narodné pravne predpisy, ktoré
doplnia implementdciu Al Actu a zabezpefia zodpovedné a férové pouzivanie Al
technologii vo verejnom sektore.

Cielom prispevku je analyzovat’ legislativny ramec EU pre umelu inteligenciu, jeho
implikacie pre verejnu spravu a aktualnu implementaciu v kontexte Slovenskej republiky.
Prispevok sa zameriava na identifikdciu moznosti, vyhod a rizik spojenych s vyuzivanim Al
v administrativnych procesoch, ako aj na hodnotenie pripravenosti slovenskych institucii a
mechanizmov koordinécie pre efektivne a bezpecné nasadzovanie Al systémov. Vysledky
tejto analyzy poskytuji teoreticky zaklad pre dalsi vyskum a tvorbu politik, ktoré
zabezpecia vyvazeny rozvoj umelej inteligencie v kontexte verejnej spravy.
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Teoretické vychodiska Al

Pociatky umelej inteligencie siahajii od prvej polovice 20. storocia, ked” sa zacali
objavovat’ teoretické tvahy o moznosti strojového myslenia. Vyznamna tlohu v tomto
smere zohral britsky matematik a informatik Alan Turing, ktory uz v 40. rokoch 20. storocia
uvazoval o strojoch schopnych vykazovat’ inteligentné spravanie nad ramec pevne daného
programovania. Turing zarovenn navrhol metodu na posudzovanie strojovej inteligencie,
znamu ako Turingov test, ¢im polozil zdklad konceptu umelej inteligencie eSte predtym, nez
bol tento pojem formalne zavedeny. Samotny termin bol prvykrat pouzity v roku 1956
americkym matematikom a informatikom Johnom McCarthym pri prilezitosti letného
vyskumného workshopu na Dartmouth College v Spojenych $tatoch americkych. Cielom
tejto konferencie bolo skimat’ moznost’ vytvarania ,,mysliacich strojov®, pri¢om ucastnici
vychédzali z presvedcenia, Ze kazdy aspekt ucenia alebo inteligencie je mozné formalne
opisat’ a nasledne simulovat’ pomocou stroja. Tato udalost’ je povazovana za oficidlny vznik
umelej inteligencie ako samostatného vedeckého odboru. Od svojho vzniku presla umela
inteligencia vyraznym vyvojom — od symbolickych a pravidlami riadenych systémov, cez
metody strojového ucenia a hlbokého ucenia, az po sicasné generativne modely. Moderna
generativna umeld inteligencia, reprezentovana najma vel'kymi jazykovymi modelmi (napr.
GPT-3 a jeho naslednikmi), je charakteristickd schopnost'ou ucit’ sa z rozsiahlych datovych
suborov a generovat’ novy obsah, ako su texty, obrazy ¢i iné vystupy. (Russell a Norvig,
2021)

V sucastnosti nie je jedna univerzalne prijatd definicia umelej inteligencie (Al),
nakol’ko rézne institucie k tomuto pojmu pristupuji v zavislosti od svojho zamerania — ¢i uz
ide o technickt presnost’, pravnu regulaciu alebo strategické prinosy. Podl'a Eurdpske;j
komisie (2018), mozno umelt inteligenciu charakterizovat ako systémy prejavujice
inteligentné spravanie, ktoré¢ su schopné analyzovat' svoje okolie a s urcitou mierou
autonomie vykonavat’ kroky smerujuce k dosiahnutiu stanovenych ciel'ov.

Tento technicky pohlad dopiia a spresiiuje OECD (2024), ktora definuje Al ako
strojovy systém schopny z prijatych vstupov odvodzovat’ sposoby generovania vystupov —
akymi st predpovede, obsah, odporicania alebo rozhodnutia — za ucelom ovplyvnenia
fyzického ¢i virtualneho prostredia, pricom zdoraziuje variabilitu v Grovni ich autonémie a
adaptivnosti.

Okrem technického vymedzenia vnima Nariadenie o umelej inteligencii (Al Act)
tato technoldgiu predovSetkym ako dynamicku skupinu nastrojov s potencidlom pre
hospodarsky a spolocensky rozvoj. Al tu vystupuje ako prostriedok na optimalizaciu
operacii, personalizaciu digitalnych sluzieb a ziskavanie konkuren¢nych vyhod. Jej prinos
je klacovy v Sirokom spektre odvetvi, od zdravotnej starostlivosti a bezpecnosti az po
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ochranu Zivotného prostredia a zvySovanie efektivity verejnych sluzieb, ¢im Al zasadne
prispieva k rieseniu globalnych vyziev a k zvySovaniu kvality zivota v modernom svete.

Umeld inteligencia sa v poslednych rokoch stava vyznamnym nastrojom
spolo¢enského, ekonomického a institucionalneho rozvoja. Jej vyuzivanie v sikromnom aj
verejnom sektore prinasa Siroké spektrum prilezitosti a vyhod, najmé v oblasti zvySovania
efektivnosti, kvality rozhodovania a spracovania velkého objemu dat. Podl'a OECD (2024;
2025) mdze umela inteligencia podporit’ analytické kapacity organizacii, zlepsit’ planovanie
verejnych politik a prispiet’ k modernejSiemu a vykonnejSiemu fungovaniu verejnej spravy.
Eurdpska komisia (2019) zaroven zdoraziuje potencial Al ako klI'aCového prvku digitalnej
transformacie, ktory podporuje inovacie, hospodarsky rast a konkurencieschopnost’, pricom
umoziuje automatizaciu rutinnych uloh a efektivnejsie vyuzivanie verejnych zdrojov.

Popri spominanych prinosoch vSak rastice nasadzovanie umelej inteligencie
vyvolava aj vyznamné rizika, ktoré si vyzaduju osobitnl pozornost’. Jednym z najcastejSie
identifikovanych problémov je nedostatocnd transparentnost a vysvetlitelnost’
algoritmickych systémov. Busuioc (2021; 2023) upozoriiuje, Ze komplexnost’ a technicka
povaha Al mozu viest’ k oslabeniu mechanizmov zodpovednosti, najmé v pripadoch, ked’
systémy umelej inteligencie zohravaju vyznamnu ulohu pri rozhodnutiach s pravnymi alebo
spolo¢enskymi dosledkami. Nejasné rozdelenie zodpovednosti medzi vyvojarov,
prevadzkovatelov a verejné institicie mdze nasledne podkopat’ doveru verejnosti v
pouzivanie tychto technologii.

Osobitnu pozornost’ je potrebné venovat aj problematike syntetického obsahu a
deepfakes, ktoré predstavuji nové vyzvy pre demokraciu, sikromie a informac¢nt integritu.
Chesney a Citron (2019) upozoriiuju, ze realistické manipulované audiovizudlne materidly
mozu zasadne narusit’ doveru v médid a verejnu diskusiu. Na tento problém nadvézuju aj
Rini (2020) a Michatkiewicz-Kadziela (2024), ktori poukazuju na epistemické a pravne
dosledky masového rozSirenia deepfakes, vratane oslabovania schopnosti spoloc¢nosti
rozliSovat’ medzi pravdou a manipulaciou.

Uvedené rizika su uzko spité s fenoménom algokracie, teda presunu rozhodovacich
procesov z l'udi na algoritmy. Danaher (2016) v tejto stuvislosti upozoriiuje, ze nadmerna
zavislost’ od algoritmickych systémov mdze oslabit’ demokraticktl kontrolu, znizit’ priestor
pre l'udsky usudok a zodpovednost’ a viest’ k technokratickému riadeniu spolo¢nosti. Prave
rastiica autondmia Al systémov tak zvySuje tlak na jasné pravidla ich pouzivania a kontroly.

Z tychto dovodov sa Coraz viac zdoraziuje potreba regulacie umelej inteligencie,
ktorda mé vytvorit rovnovdhu medzi podporou inovéacii, ochranou zakladnych prav a
verejnych hodndt. OECD (2024; 2025) poukazuje na to, ze primerané regulacné a riadiace
rdmce mozu pomdct’ verejnym instituciam predchadzat’ pravnym, etickym a reputacnym
rizikdm a zdroven posilnit’ doveru obCanov v pouzivanie Al. Regulacia tak nepredstavuje
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prekazku technologického rozvoja, ale nastroj na zabezpecenie jeho zodpovedného a
udrzatel'ného smerovania.

Z uveden¢ho mdézeme konStatovat, Ze prilezitosti a vyhody umelej inteligencie su
neoddelitelne spojené s jej rizikami, Co prirodzene vedie k potrebe reguldcie. Len
prostrednictvom vyvazeného pristupu, ktory kombinuje technologicky pokrok s
transparentnost’ou, zodpovednost'ou a ochranou zakladnych prav, je mozné zabezpecit', aby
umeld inteligencia prispievala k dlhodobo udrzateI'nému rozvoju spoloc¢nosti a verejnych
inStitucii.

Legislativny ramec Europskej tinie

Eurépska tnia reagovala na rychly rozvoj umelej inteligencie prijatim Nariadenia
Eurdpskeho parlamentu a Rady (EU) 2024/1689 z 13. juna 2024, ktorym sa stanovuji
pravidld v oblasti umelej inteligencie (d’alej len ,,Akt o umelej inteligencii®). Ide o
komplexny a zavdzny pravny ramec na globalnej trovni, ktory sa systematicky zameriava
na rizikd spojené s vyvojom, nasadzovanim a pouzivanim systémov umelej inteligencie,
pricom osobitni pozornost’” venuje ochrane zékladnych prav, bezpe¢nosti a verejnému
zdujmu.

Zakladnym principom Aktu o umelej inteligencii je rizikovo orientovany pristup, ktory
rozliSuje medzi jednotlivymi kategoriami systémov umelej inteligencie podl'a miery rizika,
ktoré predstavuji pre spolocnost’ a zdkladné prava jednotlivcov (¢lanky 5 — 9 Al Actu).
Nariadenie identifikuje nepripustné systémy umelej inteligencie, systémy s vysokym
rizikom, systémy s obmedzenym rizikom a systémy s minimalnym rizikom.

Podra &lanku 6 Nariadenia Eurépskeho parlamentu a Rady (EU) 2024/1689 (AI Act) sa
systémy umelej inteligencie kategorizuji podla rizika, ktoré predstavuju pre spolo¢nost’ a
zékladné prava jednotlivcov. Nariadenie identifikuje vysokorizikové Al systémy ako tie,
ktoré spinaju kritéria definované v texte nariadenia alebo st explicitne uvedené v Prilohe I11.
Vysokorizikové systémy su predmetom prisnejSich regulaénych poziadaviek, vratane
povinnosti tykajucich sa riadenia rizik, testovania, transparentnosti a monitorovania.

Priloha III obsahuje konkrétne oblasti a ucely vyuzitia, ktoré mézu mat’ vyznamny dopad
na zdravie, bezpecnost’ alebo zakladné prava. Niektoré z tychto oblasti mozu suvisiet’ s
procesmi vo verejnej sprave, napriklad pri rozhodovani s pravnymi alebo administrativnymi
dosledkami pre obcanov. Samotny Al Act neuvadza univerzalne, Ze vsetky systémy vo
verejnej sprave su vysokorizikové, kategorizacia vychadza z charakteru a potencialneho
dopadu konkrétneho Al systému.

Z tejto klasifikacie vyplyva, ze €lenské Staty maji povinnost’ zaviest’ t€inny dohl'ad nad
vysokorizikovymi Al systémami, vratane urcenia prislusnych vnutroStatnych orgénov
dozoru, zabezpecenia ich odbornych kapacit a zdrojov a spolupriace s eurdpskymi
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mechanizmami koordinacie (¢lanky 63—66, ¢lanok 71 Al Actu). Pre verejni spravu to
znamena, ze implementacia Al systémov podlieha zvySenym regulaénym poziadavkam a
musi byt zabezpecena transparentnost’, bezpecnost’ a ochrana zakladnych prav.

Na zabezpecenie jednotného uplatiiovania nariadenia Aktu o umelej inteligencii bola
zriadend Eurdpska rada pre umelu inteligenciu (¢lanky 64 — 66 Al Actu). Tato rada
pozostava zo zastupcov ¢lenskych Statov a zohréva koordina¢nu a poradnu tlohu pri vyklade
a uplatiiovani nariadenia.

Clenské $taty su povinné zabezpedit' svoje zastupenie v Eurdpskej rade pre umelu
inteligenciu, ¢im sa vytvara priestor na vymenu informadcii, osved¢enych postupov a
koordinaciu pristupov medzi vnutroStaitnymi orgdnmi. Pre verejnu spravu to predstavuje
mechanizmus, prostrednictvom ktorého sa zabezpeCuje konzistentné a harmonizované
uplatiiovanie pravidiel umelej inteligencie naprie¢ Eurdpskou tniou.

Z ustanoveni Aktu o umelej inteligencii vyplyva, ze verejna sprava zohrava klacova
ulohu nielen ako pouzivatel, ale aj ako garant zodpovedného vyuzivania umelej inteligencie.
Nariadenie vytvara pravny ramec, ktory ma zabezpecit, aby vyuZzivanie Al vo verejnej
sprave prebiehalo transparentne, bezpecne a v sulade so zdkladnymi pravami.

Akt o umelej inteligencii tak predstavuje zakladny legislativny pilier, na ktorom
Eurdpska unia buduje doveryhodny pristup k umelej inteligencii, pricom jeho
implementécia bude mat’ zasadny vyznam pre fungovanie verejnej spravy.

Analyza dokumentov v SR

Slovenska republika postupne buduje pravny a strategicky ramec pre rozvoj a pouzivanie
umelej inteligencie, pricom sa snazi zosuladit vnutroStatnu politiku s eurdpskymi
iniciativami. V sucasnosti neexistuje narodna Al stratégia ako samostatny dokument, ktory
by komplexne upravoval otazky umelej inteligencie. Namiesto toho je Al integrovana do
sirSich digitalnych a transformacnych stratégii, ktoré vytvaraju strategicky ramec:

- Stratégia digitalnej transformacie Slovenska do roku 2030 (MIRRI, 2019)
Strategicky dokument orientovany na posilnenie digitalnej ekonomiky, zlepSenie
verejnych sluzieb a podporu inovécii prostrednictvom zavadzania digitalnych
technologii, vratane Al, 5G, velkych dat, blockchainu a HPC. Koordinovany
Uradom podpredsedu vlady pre investicie a informatizaciu, obsahuje kapitolu o
metddach implementacie a opatrenia rozdelené do kratkodobého (2019-2022) a
dlhodobého (2022-2030) horizontu.

- Ake¢ny plan digitalnej transformacie Slovenska na roky 2023-2026 (MIRRI,
2023) Obsahuje ciele, opatrenia, aktivity a KPI v Styroch oblastiach: digitalizacia
ekonomiky, digitdlna infrastruktura, podpora potencialu Al a digitalnej spolo¢nosti.
Zavadza ro¢ny systém monitorovania realizacie opatreni.
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- Narodna stratégia digitalnych zrucnosti a Akény plan na roky 2023-2026
(Digitalna stratégia, 2022)
Dokument zamerany na rozvoj digitalnych a Al kompetencii obanov a pracovnikov
verejnej spravy. Obsahuje opatrenia pre rozvoj odbornikov v IKT, zlepSenie
digitalnej gramotnosti mladych l'udi a pedagdgov, podporu zien v IKT a zniZenie
digitdlneho vylucenia.

- Narodny strategicky plan digitalnej dekady Slovenskej republiky (MIRRI,
2024)

Dokument popisuje pristup SR k digitalnej transformécii v ramci EU iniciativy
Digitdlna dekéada. Stanovuje ciele, opatrenia a KPI v oblastiach digitalnych
zrucnosti, digitalnej infrastruktiry, digitalizacie podnikov a verejnych sluzieb.

Tieto dokumenty tvoria koordinacny a strategicky ramec, ktory umoziuje Staitnym
inStiticiam planovat’, implementovat a monitorovat’ projekty suvisiace s Al, aj ked’
neexistuje jednotny vyhradeny Al zakon alebo stratégia.

V ramci dopliania legislativneho ramca Slovensko aktivne pripravuje aj samostatné
pravne predpisy. Ministerstvo investicii, regionalneho rozvoja a informatizacie SR (MIRRI,
2025) predlozilo do medzirezortného pripomienkového konania dva klIdi€ové navrhy
zakonov: zdkon o umelej inteligencii a zékon o sprave udajov.

Ciel'om zakona o umelej inteligencii je zabezpecit' férové a zodpovedné zavadzanie Al
technologii v sulade s eurdpskym pravom a upravit’ ndrodné institucionalne usporiadanie a
vykon dohl'adu nad systémami Al. Zakon reaguje na potrebu implementovat’ ustanovenia
Aktu o umelej inteligencii (Al Act), ktoré si vyzaduju vnutrostatne normy (napr. uréovanie
organov dohl'adu ¢i sankéné mechanizmy).

Druhy navrh — zakon o sprave vybranych kategorii idajov verejného sektora — vytvara
pravny ramec pre bezpecné a efektivne pouzitie chranenych tidajov verejnej spravy podla
eurdpskych pravidiel o sprave tdajov. Zakon upravuje podmienky spristupnenia udajov a
zriad'uje jednotné miesto pre ziadosti o ich spristupnenie, ¢im posiliiuje datova
infrastruktiru relevantnt pre Al projekty. (MIRRI, 2025)

Slovenské republika podporuje implementaciu Al prostrednictvom dvoch nezavislych
koordina¢nych mechanizmov (OECD, 2025):

1. Stéala komisia pre etiku a regulaciu umelej inteligencie (CERAI) —nezavisly expertny

a poradny orgéan zriadeny MIRRI v roku 2020, ktory posudzuje socidlne, etické a
pravne otazky stvisiace s vyvojom, vyskumom a pouzivanim technologii
obsahujucich prvky Al

2. AlSlovakIA — neziskova platforma, ktord zdruzuje odbornikov z akademickej obce,

priemyslu, vlady a medzinarodnych institicii. Cielom platformy je podporovat
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rozvoj infrastruktiry Al, vzdelavanie, dialég medzi zainteresovanymi stranami a
rieSenie problémov prostrednictvom think-tanku.

Okrem tychto dvoch mechanizmov existuje $irsi Instituciondlny a koordina¢ny ramec
pre digitalnu transformaciu, ktory zahfna: vladnu radu pre digitalizaciu, Specialne pracovné
skupiny pre digitalnu spravu veci verejnych a Strukturovany ramec digitalnej politiky. Tento
ramec nie je nezavislym orgdnom pre Al ale podporuje medzisektorovu koordinaciu a stlad
s eurdpskymi digitdlnymi predpismi.

Zvysovanie digitalnych a Al zru¢nosti je jednou z priorit. OECD (2025) zdoraziiuje, ze
Slovensko realizuje vzdeldvacie programy, Skolenia a odborné kurzy, ktoré zlepsuju
kompetencie uradnikov a manazérov pre implementaciu a vyuzivanie technologii Al vo
verejnej sprave.

OECD (2025) upozoriiuje, Ze absencia samostatnej Al stratégie predstavuje vyzvu pre
konsolidaciu jednotlivych iniciativ do jednotného ramca. Harmonizécia digitalnych stratégii
a posilnenie koordina¢nych néstrojov smeruje k efektivnej regulacii a implementacii Al
systémov vo verejnej sprave, pricom prijatie zdkona o umelej inteligencii méze byt
vyznamnym krokom k jasnejSej pravnej uprave a stabilite regulacného prostredia.

ZAVER

Implementédcia umelej inteligencie vo verejnej sprave predstavuje vyznamny
potencial pre zvySenie kvality rozhodovania, zefektivnenie administrativnych procesov a
optimalizaciu poskytovanych sluzieb. Analyza legislativneho rdmca Europskej unie,
konkrétne Nariadenia (EU) 2024/1689 — Akt o umelej inteligencii, ukazuje, Ze zavedenie
jednotnych pravidiel pre systémy Al je kI'iové pre zabezpecenie ochrany zakladnych prav,
transparentnosti a bezpecnosti. Rizikovo orientovany pristup, ktory rozliSuje medzi
vysokorizikovymi, obmedzenorizikovymi a minimalne rizikovymi systémami, umoziuje
Clenskym Statom zavadzat Al technologie s prihliadnutim na potencidlny dopad na
jednotlivcov a spolo¢nost’, priCom poskytuje jasné mechanizmy dohl'adu a koordinacie.

V pripade Slovenskej republiky sa ukazuje, Ze hoci neexistuje samostatnd narodna
Al stratégia, integracia umelej inteligencie do SirSich digitalnych transformacnych
dokumentov vytvara sudrzny ramec pre jej rozvoj a vyuzivanie vo verejnej sprave.
Strategické dokumenty ako Stratégia digitalnej transformécie Slovenska do roku 2030,
Ak¢ny plan digitalnej transformacie 2023-2026, Narodna stratégia digitdlnych zru¢nosti a
Narodny strategicky plan Digitalnej dekady zabezpecuju koordinaciu, monitoring a rozvoj
kapacit potrebnych pre nasadzovanie Al systémov. KI'icovym aspektom je aj existencia
dvoch nezévislych koordinaénych mechanizmov — Stalej komisie pre etiku a regulaciu
umelej inteligencie (CERAI) a platformy AISlovakIA — ktoré podporuju eticki a odbornu
kontrolu, spoluprdcu a vymenu osvedCenych postupov medzi akademickou obcou,
priemyslom a verejnou spravou.
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Pripravované zdkony o umelej inteligencii a sprave vybranych udajov predstavuju
dolezity krok k doplneniu legislativneho rdmca, ktory zabezpecCi pravnu jasnost,
zodpovedné nasadzovanie Al systémov a sulad s eurdpskymi predpismi. Zaroven sucasné
vzdelavacie a Skoliace programy podporuju rozvoj digitadlnych kompetencii a Al zru¢nosti
pracovnikov verejnej spravy, ¢im sa posiliiuje kapacita Statnych inStiticii zvladat’ nastup
modernych technologii.

Vyuzivanie Al vo verejnej sprave je spojené s mnozstvom prilezitosti, ale zaroven aj
s rizikami, ktoré si vyzaduju jasnu regulaciu, transparentnost’ a koordinéaciu. Slovenska
republika sa pohybuje smerom k harmonizovanému a zodpovednému nasadzovaniu Al,
pricom koordinacia narodnych iniciativ s eurdpskymi pravidlami predstavuje zasadny
predpoklad pre udrzatel'ny a efektivny rozvoj umelej inteligencie vo verejnej sprave.
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BARIERY VYUZIVANIA UMELEJ INTELIGENCIE VO VEREJNEJ
SPRAVE

Peter GALLO, Anna CEPELOVA

Abstrakt: Prispevok je zamerany na skumanie problematiky umelej inteligencie v oblasti
verejnej spravy. Vyuzivanie umelej inteligencie vo verejnej sprave predstavuje vyznamnu
inovaciu, ktora ma potencial zefektivnit' rozhodovacie procesy, zlepsit' kvalitu verejnych
sluzieb a optimalizovat’ vyuzivanie verejnych zdrojov. Hlavnou myslienkou prispevku je
identifikovanie a skumanie barieér, ktoré brania vo vyuzivani umelej inteligencie v prostredi
verejnej spravy. Ako hlavnd vyskumna metoda bol zvoleny dotaznikovy vyskum,
prostrednictvom ktorého boli osloveni respondenti posobiaci v oblasti verejnej spravy. Vo
vyskume boli identifikované ako hlavné bariéry nedostatok kvalitnych dat a legislativne
a etické obmedzenia. Tieto faktory uvadza vyskumna vzorka ako bariéry, ktoré najviac
ovplyviiuju vyuzivanie umelej inteligencie vo verejnej sprave. Medzi dalsie faktory patri
nedostatok personalu, technicka nepripravenost, ako aj odpor k zmenam. Vyuzivanie umelej
inteligencie vo verejnej sprave mozZe priniest zvySenie efektivnosti a rychlosti
administrativnych procesov, napriklad prostrednictvom automatizacie rutinnych uloh,
spracovania velkych objemov dat a podpory rozhodovania na zdaklade presnejsich analyz.
Zaroven moze prispiet’ k zlepSeniu kvality verejnych sluZieb, vicsej personalizacii sluzieb
pre obcanov, lepsej predikcii spolocenskych javov a transparentnejsiemu riadeniu, ak je jej
vyuzivanie sprevadzané vhodnymi etickymi a pravnymi opatreniami.

KUl'ucové slova: umela inteligencia, verejna sprava, legislativa, etika

Abstract: The paper focuses on examining the issue of artificial intelligence in the field of
public administration. The use of artificial intelligence in public administration represents
a significant innovation with the potential to streamline decision-making processes, improve
the quality of public services, and optimize the use of public resources. The main aim of the
paper is to identify and examine the barriers that hinder the use of artificial intelligence in
the public administration environment. A questionnaire survey was selected as the main
research method, through which respondents working in the field of public administration
were approached. The research identified a lack of high-quality data and legislative and
ethical constraints as the main barriers. These factors were indicated by the research sample
as the barriers that most significantly affect the use of artificial intelligence in public
administration. Other factors include a shortage of personnel, technical unpreparedness, as
well as resistance to change. The use of artificial intelligence in public administration can
lead to increased efficiency and speed of administrative processes, for example through the
automation of routine tasks, the processing of large volumes of data, and decision support
based on more accurate analyses. At the same time, it can contribute to improving the
quality of public services, greater personalization of services for citizens, better prediction
of social phenomena, and more transparent governance, provided that its use is
accompanied by appropriate ethical and legal measures.

Keywords: artificial intelligence, public administration, legislation, ethics
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Uvod

Rozvoj digitalnych technolégii v poslednych desatrofiach zasadne ovplyvnil
fungovanie verejnej spravy a sposobil vyraznu transformaciu tradicnych administrativnych
procesov. Verejna sprava je ¢oraz viac konfrontovana s rasticimi narokmi na efektivnost’,
kvalitu sluzieb, transparentnost’ a schopnost’ reagovat’ na komplexné spolocenské vyzvy.
Digitalizacia verejnej spravy predstavuje jeden z kl'aiCovych trendov moderného riadenia
Statu. V poslednych rokoch sa do popredia dostdva vyuzivanie umelej inteligencie (d’alej len
,Al) ako nastroja na zvySovanie efektivnosti, transparentnosti a kvality verejnych sluzieb.
Al ma potencidl zasadne transformovat’ spdsob, akym verejna sprava spractiva udaje,
prijima rozhodnutia a komunikuje s obcanmi. Stcasne vSak vyvolava viaceré pravne, etické
a organizacné vyzvy, ktoré si vyzaduju systematickl odbornu reflexiu (Babsek, 2025; Sun,
Medaglia, 2019).

Cielom tohto prispevku je analyzovat’ moznosti vyuzivania umelej inteligencie vo
verejnej sprave, identifikovat’ jej prinosy a hlavne bariéry, ktoré obmedzuji vyuZzivanie
umelej inteligencie vo verejnej sprave.

Umeld inteligencia sa vo vSeobecnosti definuje ako schopnost’ informacnych systémov
vykonavat’ tlohy, ktoré si za normalnych okolnosti vyzaduji I'udsku inteligenciu, ako je
ucenie sa, rozpoznavanie vzorcov, predikcia alebo rozhodovanie. V kontexte verejnej spravy
ide najmd o vyuZzivanie technik strojového ucenia, spracovania prirodzené¢ho jazyka,
expertnych systémov a automatizovanej analyzy velkych objemov dat (big data). Al
predstavuje technologicky fenomén, ktory umoziiuje automatizované spracovanie velkych
objemov udajov, identifikdciu vzorcov spravania a podporu rozhodovacich procesov. Jej
vyuzivanie vo verejnej sprave vSak presahuje Cisto technickt rovinu a dotyka sa zékladnych
principov vykonu verejnej moci, ako su zakonnost’, nestrannost’, ochrana zakladnych prav a
demokratickd legitimita (Serhiichuk, 2025).

Rekunenko a kol., 2025 uvadza, ze verejna sprava je Specifickym prostredim pre
aplikaciu Al, ked’Ze jej ¢innost’ je viazana principmi zdkonnosti, rovnosti, proporcionality a
ochrany zékladnych prav. Na rozdiel od sukromného sektora tu AI nemdze byt vnimana
vyluéne ako néstroj optimalizacie vykonu, ale aj ako faktor ovplyviiujici legitimnost
verejnej moci. Al nachédza uplatnenie v réznych oblastiach verejnej spravy. Medzi
najvyznamnejsie patria:

e Automatizacia administrativnych procesov, napriklad spracovanie Zziadosti,
evidencia podani alebo kontrola formalnych nalezitosti dokumentov.

e Podporarozhodovania, kde Ul systémy poskytuji analytické vystupy, prognozy
alebo hodnotenia rizik, napriklad v oblasti socialnej politiky, danovej spravy ¢i
verejného obstaravania.
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e zlepSenie komunikacie s obanmi, najma prostrednictvom chatovacich robotov
a virtudlnych asistentov, ktoré umoznuji nepretrzity pristup k informaciam
verejnej spravy.

e detekcia podvodov a nezrovnalosti, kde UI analyzuje rozsiahle datové stbory s
cielom identifikovat atypické spravanie alebo poruSenia pravnych predpisov.

Tieto aplikacie moézu prispiet k zvySeniu efektivnosti vykonu verejnej spravy a k
znizeniu administrativnej zat'aze na strane organov aj obCanov.

Vyuzivanie Al vo verejnej sprave mozno identifikovat’ v roznych sektoroch a trovniach
verejného riadenia. Vyznamné uplatnenie nachddza najma v oblasti verejnych sluzieb, kde
prispieva k automatizacii rutinnych administrativnych ukonov a zniZovaniu administrativnej
zataze. Ide napriklad o spracovanie Ziadosti o socidlne davky, vydavanie povoleni alebo
spravu registrov. DalSou oblastou je podpora rozhodovacich procesov, kde Al poskytuje
analytické nastroje na hodnotenie rizik, prognézovanie dopadov verejnych politik alebo
identifik4ciu neefektivnych procesov. V oblasti verejnych financii a dafiovej spravy sa Al
vyuziva na odhalovanie daiiovych unikov a podvodného spravania. Osobitni pozornost’ si
zasluzi aj vyuzivanie Al v komunikdcii s verejnostou. Chatboty a virtudlni asistenti
umoznuju poskytovat' informacie ob¢anom nepretrzite a prispievaju k zvySovaniu
dostupnosti verejnych sluzieb. V bezpecnostnej a regulacnej oblasti sa Al uplatiiuje pri
monitorovani dodrZiavania pravnych predpisov a analyze rizik (Zuiderwijk a kol. 2021;
Wirtz a kol. 2019).

Medzi hlavné prinosy vyuZzivania Al vo verejnej sprave patri najma zvySenie rychlosti
a presnosti spracovania informacii, zlepSenie kvality verejnych sluzieb a efektivnejSie
vyuzivanie verejnych zdrojov. Al umoznuje lepSie vyhodnocovanie dat, ¢o mdze viest' k
informovanej§im politickym a spravnym rozhodnutiam. Dal§im vyznamnym prinosom je
potencial posilnenia transparentnosti, najma ak st algoritmy navrhnuté a pouzivané v stilade
s principmi otvorenosti a vysvetlitelnosti. V idedlnom pripade mdze Al prispiet’ aj k
znizovaniu subjektivnych chyb a nerovnosti v rozhodovacom procese.

Young a kol. 2021; Fibriyanita, 2024 uvadzaju, ze aj napriek uvedenym prinosom je
vyuzivanie Al vo verejnej sprave spojené s viacerymi rizikami. Jednym z najvyznamnejsich
je riziko algoritmickej diskriminécie, ktorda moze vzniknut v désledku nekvalitnych alebo
nevyvazenych vstupnych dat. Dalou vyzvou je nedostatoéna transparentnost’ algoritmov,
najmi pri vyuzivani komplexnych modelov strojového ucenia, ktoré st pre bezného
pouzivatel'a tazko pochopitelné. Eticky rozmer vyuzivania Ul zahffia potrebu zachovania
Pudskej kontroly nad rozhodovacim procesom a reSpektovania zdkladnych hodndt
demokratického pravneho $tatu. Bez adekvatneho regulacného ramca moze Ul prispiet’ k
neprimeranej automatizacii verejnej moci.
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Osobitni pozornost’ si vyzaduje aj otazka zodpovednosti za rozhodnutia prijaté s
podporou Al, ako aj ochrana osobnych udajov a kyberneticka bezpecnost’. Bez adekvatneho
pravneho a etického ramca méze implementacia Ul viest’ k oslabeniu dovery verejnosti v
intitucie verejnej spravy (Simko, Mesaréik, 2024; Misuraca a kol, 2020)

Hlavna ¢ast’ prispevku

Hlavnou myslienkou ¢lanku je skimanie problematiky vyuzivania umelej inteligencie
v sektore verejnej spravy. Ako hlavni metodu sme si zvolili dotaznik. Dotaznik povazujeme
za najvhodnej$iu formu zistovania odpovedi pre vyskumy takéhoto zamerania. Struktira
dotaznika bola rozdelend na dve zdkladné casti. Prva cCast’ tvorili identifikaéné otazky,
zamerané na pohlavie respondenta, jeho vzdelanie, vek a pocet odpracovanych rokov
v organizacii verejnej spravy. Druha cast dotaznika bola vyskumnd, s podrobnejSim
zameranim na vyuzivanie umelej inteligencie a definovanie bariér, ktoré brania jej
vyuzivaniu v oblasti verejnej spravy. Dotaznik bol tvoreny otdzkami s vopred urcenou
moznost'ou vyberu, s moznost'ou doplnenia odpovede a bol aj kombinaciou otdzok vo forme
Likertovej skaly. Likertova Skéala obsahovala pitbodovl stupnicu moznosti definovanych
od tplne stihlasim, cez neviem odpovedat’ az po Gplne nesuhlasim. Vyskum bol realizovany
online formou pomocou aplikdcie google form. Respondentov sme vyberali
prostrednictvom  tedrie  pravdepodobnosti, ktord umoznuje nachadzat podla
pravdepodobnosti jednych ndhodnych udalosti iné ndhodné udalosti, ktoré nejakym
spdsobom suvisia s prvymi. Na vyber respondentov sme uplatnili metodu ndhodného vyberu
respondentov, v ktorom ma kazdy respondent rovnaka pravdepodobnost’ ze bude vybrany.
Respondenti ndhodného vyberu musia byt definovani tak, aby mal kazdy respondent
rovnaku prilezitost’ dostat’ sa do vyberového suboru. Vyskum bol realizovany v sektore
verejnej spravy. Celkovo sme ziskali odpovede od 109 respondentov, ktori predstavovali
zamestnancov v oblasti verejnej spravy.

Vysledky vyhodnotenia odpovedi od respondentov na problematiku bariér vyuzivania
umelej inteligencie st uvedené v Tabul’ke 1.

Tabul’ka 1: Bariéry vyuzivania Al vo verejnej sprave

Vyskumny problé Standardns
yskummy probiem Definovanie bariéry Priemer an a’r na
odchylka
Nefios,tatok’ 3 1.36
kvalitnych dat
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Bariéry vyuzivania Legislativne a etické
umelej inteligencie vo obmedzenia

verejnej sprave
Nedostatok

3 1,38
odbornych kapacit ’

Technologicka a
organizacna 2 1,41
nepripravenost’

Nizka dovera a

2 1,51
odpor k zmenam ’

Zdroj: vlastné spracovanie

Z uvedeného je mozné konstatovat’, ze medzi najvyraznejSie bariéry patria nedostatok
kvalitnych dat, ako aj legislativne a etické obmedzenia. V kontexte nedostatku kvalitnych
dat verejna sprava Casto pracuje s netiplnymi, zastaranymi alebo nesystematicky zbieranymi
datami, ktoré¢ nie st vhodné na tréning a vyuzitie Al systémov. Prisne pravidla ochrany
osobnych udajov (napr. GDPR), nejasna regulacia Al a obavy z diskriminacie ¢i
netransparentného rozhodovania brzdia zavadzanie Al rieSeni spadaju pod legislativne
a etické obmedzenia. Vo verejnej sprave chybaju odbornici na Al, datovu analytiku a
kybernetickt bezpecnost’, pricom konkurencia so sukromnym sektorom je vyrazna ¢o ma za
nasledok nedostatok odbornych kapacit. Zastarané IT systémy, nizka interoperabilita medzi
inStitaciami a rigidné organiza¢né procesy stazuju integraciu Al do existujucich Struktar
predstavuju technologicku a organiza¢nii nepripravenost. Vyznamny faktor je aj nizka
dovera a odpor k zmenam. Zamestnanci aj verejnost mdézu mat’ obavy zo straty pracovnych
miest, z automatizovaného rozhodovania alebo z chyb Al, ¢o vedie k odmietaniu novych
technologii. Obrazok 1 zobrazuje vyhodnotenie dat na zéklade Likertovej Skaly.
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Zdroj: vlastné spracovanie

Graf 1 porovnava priemer a Standardni odchylku medzi skiimanymi bariérami
braniacimi implementacii umelej inteligencie v oblasti verejnej spravy.

Graf 1: Porovnanie priemeru a Standardnej odchylky skimanych bariér
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ZAVER

Umeld inteligencia predstavuje vyznamny inovacny potencial pre verejni spravu,
ktory moéze prispiet k jej modernizacii a efektivnejSiemu fungovaniu. Jej uspesné a
spolocensky prijatel'né vyuzivanie vsak predpokladd dosledné zohladnenie pravnych,
etickych a organizacnych aspektov. KIicovym faktorom je zachovanie 'udského dohl'adu
nad rozhodovacimi procesmi a zabezpecenie transparentnosti a zodpovednosti pri pouzivani
algoritmickych systémov.

Budutci vyskum by sa mal zamerat’ najmé na hodnotenie realnych dopadov Ul na vykon
verejnej spravy a na tvorbu metodik, ktoré umoznia jej zodpovednu a udrzatena
implementéciu v sulade s principmi demokratického pravneho Statu.

Vyuzivanie umelej inteligencie vo verejnej sprave ponuka vyznamné prilezitosti na
modernizdciu fungovania verejnych institicii a zvySenie efektivnosti a dostupnosti
verejnych sluzieb. Uspesna implementacia viak vyzaduje jasny legislativny ramec, eticky
zodpovedny pristup a doraz na transparentnost’, aby sa minimalizovali rizikd a posilnila
dovera verejnosti v digitdlne nastroje verejnej spravy.
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VYCHODISKA DIGITALIZACIE VEREJNEJ SPRAVY A DESI
INDEX

JANA DZUNOVUA

Abstrakt: Prispevok sa venuje problematike digitalizacie verejnej spravy v europskom
kontexte. Pozornost' je venovand zdkladnym strategickym dokumentom EU a Slovenskej
republiky, ktoré urcuju hlavné ciele a smerovanie celkovej digitalizacie a modernizacie vo
verejnej sprave. Nasledne je pozornost zamerana na DESI Index, ktory mieru digitalizacie
umoznuje hodnotit' a porovnavat. Obsahom analyzy su tri oblasti — digitalne zrucnosti,
digitalna infrastruktura a digitalne verejné sluzby. Cielom prispevku je porovnat vyvoj
vwbranych DESI indikdtorov v Slovenskej republike a v susednych clenskych Statoch EU —
% (:’eskej republike, Rakusku, Polsku a Madarsku, v casovom rozmedzi od roku 2020 do
roku 2024.

KPuéové slovd: digitalizdcia, strategické dokumenty, DESI Index, krajiny EU

Abstract: The paper deals with the issue of digitization of public administration in the
European context. It focuses on the basic strategic documents of the EU and the Slovak
Republic, which set out the main objectives and direction of overall digitization and
modernization in public administration. This is followed by a focus on the DESI Index, which
evaluates and compares the degree of digitization. The analysis covers three areas: digital
skills, digital infrastructure, and digital public services. The aim of the paper is to compare
the progress of selected DESI indicators in the Slovak Republic and neighbouring EU
Member States—the Czech Republic, Austria, Poland, and Hungary—between 2020 and
2024.

Keywords: digitization, strategic documents, DESI Index, EU countries
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Uvod

Téma digitalizacie je vysoko aktudlna a Casto frekventovana vo vsSetkych sférach
spolocenského zivota. Neustaly a rychly nastup novych technologii je priznacnejsi a viac
viditeIny v sukromnom sektore; nové trendy vSak musi reflektovat’ aj verejna sprava na
vSetkych svojich urovniach. Mala by im prispdsobovat’ svoje procesy a postupy
a zohl'adnovat’ ich aj pri tvorbe politik, ktoré vkonecnom dosledku maju svoje
opodstatnenie pri poskytovani sluzieb obcanom.

V podmienkach SR je digitalizdcia zohladnenda vo viacerych strategickych
dokumentoch, priCom za vychodiskovy mozno povazovat Stratégiu digitilnej
transformdcie Slovenska 2030, ktora je vysledkom medzirezortnej spoluprace a schvalila
ju vlada v roku 2019. Uveden4 stratégia vychadza aj z Viacroéného finanéného ramca EU
na roky 2021-2027, ktory mé& 7 hlavnych okruhov a digitalizacia je jeho stabilnou
a nevyhnutnou sucastou (MIRRI, 2026a). Dokument zohl'adiiuje uz prebiehajicu digitalnu
transformdciu a stanovuje viziu, z ktorej budu vychadzat konkrétne opatrenia. Vysledkom
usilia o naplnenie vizie st rozne koncepcie, politiky, inovacné laboratéria a projekty.
Casovy horizont Stratégie digitalnej transforméacie Slovenska 2030 je rozdeleny na
kratkodoby a dlhodoby horizont, pricom kratkodoby zahffia obdobie 3Q 2019 — 2Q 2022
a dlhodoby horizont sa orientuje na obdobie od 3Q 2022 po 4Q 2030 (Digitalna koalicia,
2023).

Proces digitalizacie v sebe nevyhnutne nesie aj inovacie a podporu informatizacie na
vSetkych tirovniach verejnej spravy. V tomto kontexte je v podmienkach slovenskej verejne;j
spravy najaktualnejsi dokumentom Ndrodna koncepcia informatizdcie verejnej spravy na
obdobie rokov 2026 — 2030 (NKIVS), ktory vlada schvalila v roku 2025. Dokument
pochopitel'ne nadvdzuje na predchadzajlcu stratégiu, no zaroven ponuka aj kriticky pohl'ad
na cely proces informatizacie vo verejnej sprave. Okrem iného vytvara priestor aj pre
vyuzitie umelej inteligencie (Al) pri poskytovani verejnych sluzieb. Jednym z cielov je
liderstvo Slovenska vo vyuzivani Al pri digitalizacnych procesoch vo verejnej sprave v
podobe tzv. ,,Al republiky* (NKIVS, 2026). Medzi dalSie strategické rdmce v oblasti
digitalnych zruc¢nosti patria napr. Ndarodna stratégia digitalnych zrucnosti Slovenskej
republiky, Stratégia a akcny plan na zlepsenie postavenia Slovenska v indexe DESI do roku
2025, Stratégia celozZivotného vzdeldvania a poradenstva na roky 2021 — 2030, Program
informatizacie Skolstva do roku 2030 (MIRRI, 2026b). Tieto dokumenty st doplnené
akénymi planmi, ktoré konkretizuju ciele Slovenska v oblasti digitalizacie. Ked'ze stratégie
zo svojej povahy zachytavaju dlhsie Casové obdobie, prave akéné plany reflektuju aj Casovy
harmonogram.
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Uvedené strategické dokumenty su koncipované v stlade s eurdopskymi ramcovymi
dokumentmi, ktoré¢ urcuji zédkladné smerovanie politik a vytvaraji spolo¢ny referencny
rdmec pre Clenské Staty. Takéto zosuladenie je na jednej strane nevyhnutné z pohladu
globalizacie a SirSej spoluprace, no na druhej strane moéze byt nadpomocné pre Clenské
krajiny, ulahcuje a zefektiviiuje a zjednocuje procesy. Jednou z takychto eurdpskych
stratégii je Digitdalna dekdda 2030. Tento strategicky a politicky plan desatrocia definuje,
akym spdsobom bude prebiehat’ digitalna transformacia Eurdpy. Je vysledkom spoluprace
hlavnych EU institacii — Eurdpskej komisie, Eurdpskeho parlamentu a Rady EU a okrem
iného pontika aj priestor pre spolupracu medzi ¢lenskymi krajinami EU tak, aby nikto nebol
z procesu digitalnej transformécie vyluceny (EUR-Lex, 2026). S Digitdlnou dekadou 2030
je uzko prepojeny aj Digitalny europsky program (DIGITAL), ktory je hlavnym finan¢nym
zdrojom na realizaciu zamerov a ciel'ov vyssie uvedenej dekady (Eurdpska komisia, 2026a).
V kontexte dosahovania ciel'ov v digitalnej sfére ma svoje opodstatnenie aj Index digitdlnej
ekonomiky a spolocnosti (DESI index) ktory program DIGITAL a Digitalnu dekadu 2030
dopiia ako plnohodnotny nastroj na pravidelné hodnotenie a komparaciu turovne
digitalizacie v krajinach EU. DESI Index funguje od roku 2014 a zastresuje ho Eurdpska
komisia. Vo vSeobecnosti ma 5 vychodiskovych oblasti (I'udské zdroje, konektivita,
pouzivanie internetu a internetovych sluzieb, digitidlna transformacia sukromného sektora
a digitalne verejné sluzby), v ramci ktorych ststred’uje rozne indikatory (Eurdpska komisia,
2026b). Postupne sa DESI Index vyvijal a menil a od roku 2023 je uz sucastou Digitalnej
dekady 2030. V uvedenom kontexte DESI Index v stcasnosti skima dosahovanie ciel'ov
Digitalnej dekady v ramci 4 oblasti: digitdlne zru¢nosti, digitalna infrastruktira, digitdlna
transformécie v podnikani a digitalizacia verejnych sluzieb (Digital Skills & Jobs Platform,
2024).

Predkladany prispevok sa v nasledujlcej Casti zaobera vybranymi indikatormi DESI
Indexu v troch oblastiach — digitalne zru¢nosti, digitalna infrastruktira a digitalne verejné
sluzby. Ako bolo uvedené, samotny DESI Index obsahuje aj oblast’ digitalnej transformécie
v podnikani, tato oblast’ je vzhl'adom na zameranie prispevku vynechana.

DESI INDEX

Vyber jednotlivych indikatorov je podmieneny dostupnostou udajov za sledované
obdobie a zaroven snahou ponuknut’ také ukazovatele, ktoré si obsahovo najvystiznejsie,
zrozumitel'né a porovnatel'né medzi jednotlivymi krajinami.

V ramci oblasti digitalnych zru¢nosti je analyzovany indikator ktory vypoveda o pocte
osOb, ktoré pouzivaju internet aspon raz tyzdenne. Tento indikdtor mozno oznacit' za
vychodiskovy, nakolko schopnost aktivne pracovat’ s online prostredim poukazuje na
minimalnu digitdlnu zrucnost’ a vytvara zéklad pre vyuzivanie digitdlnych verejnych
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sluzieb. Dalej je pozornost’ venovana % poétu absolventov a pecialistov v IT odbore, ktory
je prepocitany na celkovy pocet vSetkych absolventov v inych sférach a na celkovy pocet
zamestnanych osob. Takéto osoby predstavujii hodnotny l'udsky kapital, ktory je pre
administraciu a fungovanie digitalnych sluzieb nevyhnutny.

Vramci oblasti digitdlnej infrastruktiry su zvolené dva indikdtory — pokrytie
vysokokapacitnymi sietami a pokrytie 5G sietou. Su zahrnuté z dovodu ich klicového
vyznamu nielen pre dostupnost’ online sluzieb, ale aj pre ich kvalitu a d’al§i rozvoj. Je
dolezité, aby k uz existujicej infrastruktiure postupne pribudali rieSenia, ktoré zohl'adnia aj
vyuzivanie umelej inteligencie a d’alSich modernych technologii.

Posledna oblast’ je oblast’ digitalnych verejnych sluzieb, ktorej sucastou su indikatory
vypovedajuce o predvyplnenych formularoch a digitdlnych sluzbach pre obcanov
a podnikatel'ov. Pre praktické a kazdodenné pouzivanie digitalnych sluzieb verejnej spravy
je nevyhnutné, aby rozni pouzivatelia online sluzieb mali k dispozicii spol'ahlivé a intuitivne
nastroje, ktoré im umoznia efektivne riesit’ zdkladné administrativne zalezitosti a zaroven
napomdzu k znizeniu byrokracie a negativneho vnimania verejnych institdcii.

Susedné¢ krajiny Slovenskej republiky st zvolené z dovodu ich geografickej blizkosti
a intenzivnych cezhrani¢nych vézieb. Obcania jednotlivych krajin vyuzivaja verejné sluzby
v susednych Statoch ¢i uz v suvislosti s pracovnou, alebo aj Studentskou mobilitou, resp.
s vol'no¢asovymi aktivitami.

Digitalne zrucnosti

V oblasti digitalnych zru¢nosti DESI index sleduje viacero indikatorov, jednym z nich
je aj pocet 0sdb, ktoré pouzivaju internet aspon raz tyzdenne. Nasledujtci graf demonstruje
pocet pouzivatel'ov internetu vo vybranych krajinach od roku 2020 do roku 2024.
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Graf 1: DESI Index, pocet pouzivatel'ov internetu (% z populacie)

Zdroj: vlastné spracovanie podl'a udajov vizualiza¢ného nastroja Digital Decade DESI, 2026¢

Graf zahffia muzov aj zeny vo veku od 16 do 75 rokov a je prepocitany percentudlnym
podielom na celtl populaciu. Ako mozeme vidiet’, susediace krajiny Slovenskej republiky,
ktoré su ¢lenmi EU, mali v roku 2024 oproti roku 2020 narast populécie, ktord aktivne
pracovala s internetom minimélne raz tyzdenne. Na Slovensku v roku 2024 st hodnoty
DESI Indexu na arovni priblizne 88 %, ¢o je 0 3 % menej ako v krajinach EU.

Nasledujtci Graf 2 zndzorfiuje percentualny podiel IT Specialistov v porovnani so
vSetkymi zamestnanymi v danej krajine.

% IT Specialistov % podet absolventov
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Graf 2: DESI Index, pocet IT $pecialistov (% zo zamestnanych)
Graf 3: DESI Index, pocet IT absolventov (% zo vSetkych absolventov)

Zdroj: vlastné spracovanie podla udajov vizualiza¢ného nastroja Digital Decade DESI,
2026d,e

Graf 2 znézoriiuje vyvoj podielu Specialistov v oblasti informac¢no-komunikaénych
technolégii (napr. manazérov, servisnych technikov a pod.) na celkovej zamestnanosti za
obdobie od roku 2020 do roku 2024. Vo vsetkych sledovanych krajinach je rastuci trend,
najvyraznejSie v Rakusku, kde uz v roku 2020 bol pocet IT Specialistov vyssi, ako priemer
EU. Ostatné krajiny maji stabilny vyvoj, bez extrémnych vykyvov. Na chvoste
porovnavanych S$tatov je pocas sledovaného casu Pol'sko, ktoré¢ vsSak vroku 2023
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zaznamenalo najvyssi narast a skonéilo na rovnakej irovni ako Cesko (4,5 % pracujticich
na pozicii IT Specialistu).

S pracovnikmi v IT sfére suvisi aj pocet absolventov v tejto oblasti; DESI Index ponuka
aj konkrétny indikator reflektujiici pocet absolventov. Udaje s limitované, nakolko
najnovsie su zroku 2022. Z ich d’alSej analyzy vSak vyplyva, ze napr. v roku 2020 bol
v Mad’arsku tento pocet na trovni priblizne 3 % z celkového poctu absolventov, no zaroven
tato krajina zaznamenala vyraznej$i nérast a v roku 2022 ich bolo viac ako 6 %. Pozitivny
trend je aj na Slovensku, ktoré sa drzi nad priemerom EU av roku 2022 bol pocet
absolventov v IT oblasti viac ako 4,5 %. V Ceskej republike sa po&et uspesne ukonéenych
Studentov v sledovanej oblasti v roku 2021 zastabilizoval a rast sa zastavil. Ostatné krajiny
maju viacmene;j stabilny vyvoj v case bez extrémnejsich vykyvov.

Digitalna infraStruktira

Pri digitalnej infrastruktire sa DESI Index ststredi najmé na hodnotenie dostupnosti
a vyuzivania Sirokopasmového pripojenia. Predmetom zaujmu je aj pokrytie pevnymi ¢i
mobilnymi sietami, vratane rychlosti prenosu, miery pouzivania, cenovi dostupnost’
nevynimajuc.

Nasledujuce grafy obsahuju indikator pokrytia vysokokapacitnymi sietami, ktory
reflektuje predovSetkym opticka infraStruktaru, ktord je vSak doplnena aj o dalSie
technologie a taktiez a % pokrytia 5G sietou. Pritomnost’ a fungovanie vysokorychlostného
pripojenia je vychodiskom pre vSetky ostatné digitdlne sluzby, napr. elektronické

zdravotnictvo, cloudové rieSenia vo verejnej sprave, Ci rozne centralizované registre
(Europska komisia, 2023).

% pokrytia 5G sietou % domacnosti s pokrytim
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Graf 4: DESI Index: Pokrytie velkokapacitnymi siet'ami (% zo vSetkych domacnosti)
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Graf 5: DESI Index: Pokrytie 5G mobilnou siet'ou (% zo vSetkych domécnosti)

Zdroj: vlastné spracovanie podla udajov vizualiza¢ného nastroja Digital Decade DESI,
2026f,g

Z Grafu 4 su zrejmé vicsie, ale aj mensie rozdiely medzi porovnadvanymi krajinami.
Mozeme vidiet, Ze lidrom v pouzivani vel'’kokapacitnych sieti bolo Mad’arsko — v roku 2020
na urovni priblizne 48 % domadcnosti a v roku 2024 viac ako 80 %. Takymto rychlym
vyvojom sa Mad’arsko zaradilo nad priemer EU. Naopak, najmensi podiel domacnosti, ktoré
takéto siete vyuzivaja je Cesko, ktorého hodnoty sa pohybuju od priblizne 33 % v roku 2020
az po cca 50 % v roku 2024. Okrem pokrytia velkokapacitnymi sietami je pri vyuzivani
elektronickych sluzieb dolezity aj indikéator pokrytia mobilnym Sirokopadsmovym internetom
— kolko jednotlivcov ma moznost’ vybavit’ si dostupné verejné sluzby aj prostrednictvom
mobilného zariadenia. Udaje za vybrané krajiny st obsahom Grafu 5 kde mozno vidiet
zaujimavé skutoGnosti. V prvom rade moZno konstatovat’, ze Cesko a Slovensko v roku
2020 5G siete este nevyuzivalo. Naopak, krajiny ako Mad’arsko, Pol'sko mali na zacCiatku
sledovaného obdobia vyuzitie 5G sieti na tirovni cca 10 %. Vyrazne vyssi podiel malo v roku
2020 Rakusko, kde bolo vyuzitie siete 5G na Urovni priblizne 50 % domacnosti.
Pochopitel'ne s vyvojom v Case andstupom modernejSich technologii ktoré 5G siete
podporuju, preferuju a aj vyuzivaja, bol zaznamenany aj narast pouzivatel'ov a v roku 2024
sledované krajiny vykazovali 100% pokrytie (okrem Mad’arska, Slovenska a Pol'ska, kde
hranica nepresiahla 90 %).

Digitalne verejné sluzby
V ramci tejto oblasti je pozornost’ venovand miere, do akej verejna sprava ul'ahcuje
klientom vyuzivanie verejnych sluzieb.
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Predvyplnené formulare (skére od 0 do 100)
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Graf 6: DESI Index: Vyuzivanie uz dostupnych udajov zo strany verejnej spravy

Zdroj: vlastné spracovanie podla udajov vizualiza¢ného nastroja Digital Decade DESI, 2026h

Graf 6 demonsStruje mieru, do akej inStiticie verejnej spravy vyuzivaju udaje, ktoré uz
od obcanov raz ziskali a ktorymi disponuji. Maximalne skore je 100 a cielom prepdjania
informdcii je ul'ahCit’ pouzivatelom, aby nemuseli opakovane predkladat rovnaké udaje
organom verejnej spravy. Ako mozeme vidiet, spomedzi sledovanych krajin je lidrom
Pol'sko a Rakusko. Pol'sko mé v horizonte piatich rokoch stabilny rast, v roku 2024 dosiahlo
skore viac ako 86 bodov, ¢o je skoro o dvojnasobok viac, ako v roku 2020. Na druhej strane,
medzi krajiny s najmensim skore zaradzuje DESI Index Cesko a Slovensko, ktoré su aj
dlhodobo pod priemerom EU. Zaujimavé skore ma aj Mad’arsko, ktoré ako jediné spomedzi
sledovanych krajin vykazalo v roku 2024 nizenie svojich bodov o viac ako 10, ¢im sa
dostalo na roven roka 2022.

Dalsie grafy vyjadruji mieru, ktora minimalizuje tikony pri ktorych sa vyzaduje osobna
ucast’ verejnych institucii.
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Graf 7: DESI Index: Online poskytovanie verejnych sluzieb pre obanov
Graf 8: DESI Index: Online poskytovanie verejnych sluzieb pre podnikatel'ov

Zdroj: vlastné spracovanie podla udajov vizualizatného néstroja Digital Decade DESI,
20261,

Graf 7 a Graf 8 reprezentuje vysledky DESI Indexu v kontexte indikatora, ktory
vypovedd online poskytovani verejnych sluzieb merany ako podiel administrativnych
ukonov, ktoré moze obcan / podnikatel’ v pripade dolezitych Zivotnych udalosti vyplnit’
online. Tyka sa to roznych zivotnych udalosti (v pripade obyvatelov je to rodina, kariéra,
Stadium, doprava, zdravie, stahovanie a zacatie konania o malych pohl'adavkach; v pripade
podnikatel'ov - Graf 8 je to zaCatie podnikania a nasledne bezna, fungujuca prakticka
¢innost’). Obidva indikatory zaroven sumarizuju viaceré moznosti (pocet sluzieb
poskytovanych obCanom krajiny, cezhrani¢nym pouzivatelom a pod., resp. domacim
podnikatel'om a pod.).

Pri Grafe 7 mozno konstatovat, Ze priemer v krajinach EU vykazuje od roku 2020
mierny narast v kazdom roku a v zavere sledovaného obdobia dosiahli krajiny EU priblizne
82 bodové skore. Nad tymto priemerom sa nachéddza Rakusko s 80 bodmi v roku 2024; je
vSak dolezite poukazat’ na skutocnost’, Ze v roku 2020 bolo Rakusko bezkonkurenénym
lidrom spomedzi sledovanych Statov. Medzi krajiny s najniz$im skore sa radi Pol’sko,

180



Slovensko a Mad’arsko. Ako je zrejmé z Grafu 8, najvyssiu online podporu pre podnikatel'ov
poskytuje opét’ Raktisko a Ceské republika, najniz§iu Pol'sko.

ZAVER

Vysledky DESI Indexu je potrebné vnimat’ v kontexte sucasnych, ale aj buducich
strategickych ramcov, ktoré oblast’ celkovej digitalizacie zastreSujt, ¢i uz na trovni EU,
alebo na Slovensku. Zistenia poukazuji na skutocnost’, ze sledované trendy st v sulade
s deklarovanymi viziami a zaroven naznacuju oblasti, kde je potrebné posilnenie praktickej
implementacie.

Na zéklade skumania jednotlivych dimenzii DESI Indexu mozno konStatovat, ze
porovnavané krajiny dosiahli v oblasti digitalizdcie spolo¢nosti a ekonomiky bud’
porovnatelnti, alebo rozdielu uroven pokroku. Pri digitalnych zruc¢nostiach (miera
pouzivania internetu) vysledky DESI indexu poukazuji na vysoki mieru vyuZzivania
internetu vo vsetkych sledovanych krajinach. Podiel obyvatel'ov, ktori pouzivaji internet
aspon raz tyzdenne, v kazdej z analyzovanych krajin presahuje hranicu 80 %, ¢o reflektuje
vysoku mieru pouzivania digitalnych technolégii v kazdodennom zivote obyvatel'stva.
Taktiez vypoveda o relativne vyrovnanej irovni zakladnych digitalnych zru€nosti v ramci
porovnavaného Statov. Pri DESI Indexe — pocet absolventov v IT sektore je vyrazny narast
poctu absolventov v Mad’arsku. Krajina v roku 2020 zaviedla do Skolskej pripravy predmet
zamerany na digitalnu kultaru, ktory zahfiia povinnt vyucbu programovania uz od 9. ro¢nika
zékladnych $kol (Visnovitz & Horvath, 2023). Bezprostredny narast absolventov v roku
2021 nemozno jednoznacne pripisat tomuto opatreniu, no napriek tomu dostupné udaje
naznacuju, ze Madarsko dosahuje priaznivé vysledky uz v kratkodobom horizonte.
Zavedené reformy tak mozno povazovat’ za potencidlny faktor d’alSicho posiliiovania tychto
trendov v strednodobom aZ dlhodobom &asovom horizonte. Dalfou zaujimavostou su
vysledky tykajuce sa IT Specialistov a absolventov (prepojenie Grafu 2 a 3): krajiny, ktoré
mali pocCas sledovaného obdobia najvyssi poCet vyStudovanych IT absolventov zaroven
nevykazuji najvyssi pocet redlne pracujucich v IT sektore. Uvedend skutoCnost moze
vypovedat’ aj o tom, zdujem o Studium v danej oblasti je, ale absolventi si bud’ hl'adaji
uplatnenie inde, alebo nemaju zaujem ostat’ pracovat’ na domacom trhu.

V kontexte oboch indikatorov digitalnej infrastruktiry mozno konstatovat’ nasledujuce:
pri vyuzivani vysokokapacitnych sieti medzi sledovanymi krajinami pretrvavaju vacsie
rozdiely, napr. Ceska republika vyraznejsie zaostava, no pri mobilnych 5G sietach sa stava
lidrom. Mobilna dostupnost’ je teda na vel'mi vysokej trovni, zatial’ ¢o vysokokapacitné
siete nenapreduju vyrazne rychlym tempom. S tym savisi aj skutocnost, Ze tieto siete
disponuju s extrémnym objemom dat (napr. cloudové tloziska pre online verejné registre)
a preto ich budovanie napreduje pomalSie, ako bezné pouzivanie v ramci 5G sieti.

181



V oblasti digitalnych verejnych sluzieb su zreteIné pokroky na rdznej Grovni, no
zéroven vidno aj potencial d’alSieho rozvoja. Zo skimanych dat DESI Indexu v r6znych
oblastiach mozno konstatovat, Zze porovndvané krajiny sa snazili ¢o najviac adaptovat’ na
rychlo napredujticu spolo¢nost’” aj v oblasti verejnych sluzieb, ktoré poskytuju. Zaiste, stale
je priestor na zlepSenie a vychadzajuc zo skuto¢nosti, ze samotnd Digitdlna dekada 2030
predpokladd do roku 2030 rast a d’alsi vyvoj, mozno uz dosiahnuté usilie povazovat’ za
uspesné a neukoncené. Napriek tejto snahe nie vSetky Staty vykazuju priemerné vysledky
v porovnani s EU, napriklad Pol’sko, ale aj Mad’arsko a Slovensko.
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UMELA INTELIGENCIA V DIGIT’ALNEJ TRANSFORMACII ’
VEREJNEJ SPRAVY UKRAJINY: PRAVNE RIZIKA A REGULACNE
MECHANIZMY

Mgr. Vadym Pryimachuk

Abstrakt: Text sa zameriava na analyzu pravnych aspektov vyuzivania technologii umelej
inteligencie (dalej len ,,UI*) v podmienkach intenzivnej digitdlnej transformdcie, ktora
zasadnym sposobom ovplyviuje fungovanie verejnej moci a ochranu zakladnych prav. Ul
povodne vyvijand a implementovana najmd v sukromnom sektore, sa postupne stdva
integralnou sucastou verejného riadenia, vratane oblasti strategického rozhodovania,
spravy udajov a bezpecnosti Statu, co nadobuda osobitny vyznam v kontexte Ukrajiny.
Vzhladom na schopnost Ul autonomne analyzovat rozsiahle datové subory a generovat
rozhodovacie vystupy je nevyhnutné podrobit jej vyuzivanie komplexnému pravnemu
hodnoteniu. Technologie umelej inteligencie mozu totiz priamo alebo nepriamo viest' k
zasahom do zakladnych [ludskych prav, najmd prdava na sukromie, ochranu osobnych
udajov, nediskrimindciu a pravo na spravodlivé zaobchddzanie v ramci automatizovaného
rozhodovania. Osobitna pozornost' je venovand principu transparentnosti Ul Jeho
objektivna rovina je definovana prostrednictvom troch zakladnych prvkov: vysvetlitelnosti
algoritmickych procesov, zrozumitelnosti ich fungovania a dostupnosti relevantnych
informacii pre dotknuté osoby. Subjektivna rovina transparentnosti sa prejavuje ako pravo
jednotlivea na vysvetlenie rozhodnutia alebo vysledku generovaného systémom umelej
inteligencie, ktoré mozZno povazovat za sucast rozvijajucej sa koncepcie digitalnych
ludskych prav. Autor dospieva k zaveru, Ze efektivna regulacia Ul nemozZe byt zaloZena ani
na nadmernom normativnom zatazeni, ani na uplnej absencii verejného zdasahu. Ako
primerany regulacny mechanizmus sa navrhuje zavedenie experimentdlnych pravnych
rezimov (regulatory sandboxes) umoznujucich kontrolované testovanie UI, vrdtane jej
aplikacie vo verejnej sprave. V tomto kontexte je analyzovana prax Eurdpskej unie, ktora
kladie doraz na ochranu ludskych prav a osobnych udajov, pricom jej skusenosti
predstavuju relevantny referencny ramec pre Ukrajinu pri tvorbe vlastnej legislativy v
oblasti umelej inteligencie v sulade s europskymi Standardmi.

KPucové slova: umela inteligencia; ludské prava, transparentnost; verejna sprava;
Ukrajina

Abstract: This paper examines the legal dimensions of the deployment of artificial
intelligence (Al) technologies in the context of accelerated digital transformation, which
increasingly shapes public governance and the protection of fundamental rights. Initially

developed and implemented primarily within the private sector, Al systems are progressively
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integrated into areas of public interest, including public administration, data governance,
and national security. This development is of relevance in Ukraine, where digital
governance tools are being expanded under conditions of heightened security risks and
institutional transformation. Given the capacity of Al systems to autonomously process large
volumes of data and generate decision-making outputs, their use requires rigorous legal and
doctrinal scrutiny. Al technologies may directly or indirectly interfere with fundamental
human rights, notably the right to privacy, personal data protection, non-discrimination,
and procedural fairness in automated decision-making processes. Special attention is
devoted to the principle of transparency in Al governance. lIts objective dimension is
articulated through a triad of core requirements: explainability of algorithmic operations,
intelligibility of system logic, and accessibility of relevant information for affected
individuals. The subjective dimension of transparency manifests as the individual right to
obtain an explanation of a decision or outcome generated by an Al system. This right may
be conceptualized as an emerging category of digital human rights, particularly significant
in contexts involving extensive state use of Al technologies. The paper argues that neither
excessive regulatory intervention nor complete regulatory abstention constitutes an effective
or sustainable approach to Al governance. Instead, it proposes the implementation of
experimental legal regimes, such as regulatory sandboxes, to enable controlled testing of Al
applications, including their use in public administration and other high-impact domains.
To substantiate this approach, the paper analyzes the data governance and public-sector Al
practices of the European Union, which traditionally emphasize the primacy of human rights
and data protection. These practices offer a relevant normative and institutional reference
model for Ukraine in the development of its national Al regulatory framework, particularly
in the context of approximation to European legal standards.

Keywords: artificial intelligence; human rights; transparency, public administration;
Ukraine
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Uvod

Technologie umelej inteligencie, podobne ako iné kategorie prelomovych
digitalnych technologii (napriklad technoldgie distribuovanej databazy, vel’ké data a
pribuzné nastroje), su primarne zamerané na realizaciu digitalnej transformacie
spolo¢nosti. Jej globalnym ciel'om je zvySovanie spolocenského blahobytu, ktory nemozno
redukovat’ vylucne na zlepSenie socidlno-ekonomickych ukazovatel'ov, ale ktory zahfiia aj
Ciasto¢né odbremenenie jednotlivea od kazdodennej rutiny prostrednictvom automatizacie
roznych procesov.

Tieto technoldgie spravidla vznikaju, rozvijaju sa a dosahuju komercnua zrelost’ v
sukromnom sektore, najmi v ramci technologickych korporacii a finan¢no-technologickych
subjektov, pricom nasledne dochédza k ich postupnému presunu do sféry verejnej moci.
Napriek ich vyraznému inovaénému a transformacnému potencialu si vyzaduju dokladna
pravnu a interdisciplinarnu analyzu, ked’ze mozu priamo aj nepriamo viest’ k poruSovaniu
zakladnych l'udskych prav.

V pravnom §tate nemozno vykon verejnej spravy realizovat’ inak nez na zéklade a v
medziach préva. Pravne uchopenie umelej inteligencie, napriek jej rasticemu praktickému
uplatiovaniu, sa stale nachadza v pociatocnej faze svojho vyvoja. Tato skuto¢nost’ vSak
neznamend absenciu potreby skumat’ existujice pravne a inStituciondlne mechanizmy
schopné minimalizovat’ negativne dosledky digitalnych technolégii, ako su algoritmicka
diskriminacia, vznik tzv. spolo¢nosti dohl'adu, oslabovanie 'udskej autonémie, informacéné
deformécie, zasahy do volebnych procesov a prehlbovanie digitdlneho odcudzenia, pri
stuc¢asnom zddrazneni ich pozitivnych aspektov.

Predmetom skumania st preto otazky transparentnosti umelej inteligencie pri jej
vyuzivani vo verejnej sprave, analyzované na priklade skusenosti Ukrajiny, ktord v
podmienkach prebiehajucej digitdlnej reformy a zvySenych bezpecnostnych vyziev Celi
potrebe vyvazenia technologickych inovacii s ochranou zakladnych prav a pravneho Statu.

Pravne aspekty vyuZivania umelej inteligencie na Ukrajine

Umela inteligencia (UI) uz nie je vylucne teoretickym alebo vedeckym konceptom,
ale stala sa praktickym nastrojom vyuzivanym naprie¢ ekonomikou, zdravotnictvom,
vzdelavanim, aplikéciou prava a verejnou spravou. Ukrajina, ktord smeruje k digitalnej
transformdacii a transpozicii do eurdpskeho pravneho ramca, Celi potrebe systematicky
regulovat’ Ul. Regulacia Ul na Ukrajine ma ambiciu nie byt’ len zberom pravnych noriem,
ale formovanim integrovanej pravnej architektiry, ktora zaisti rovnovdahu medzi
technologickym rozvojom a ochranou zdkladnych l'udskych prav. KI'icovymi témami su
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pravne normy o Ul, etické Standardy, ochrana osobnych udajov, dusevné vlastnictvo a
urcenie zodpovednosti za Skodu sposobenu Ul (Okhotnikova, Korpachova 2021).

Stcasny stav pravnej regulacie Ul na Ukrajine

. Dna 2. decembra 2020 Kabinet Ministriv Ukrajiny schvalil koncepciu
rozvoja Ul na Ukrajine, rezoltciou €. 1556-p, ktora predstavuje strategicky dokument k
d’alSiemu rozvoju Ul v krajine;

. V oktébri 2023 bola predstavend cestovna mapa regulacie Ul na Ukrajine,
ktora navrhuje postupny (fazovany) pristup - od neformdlnych odporucani a etickych
principov az po pripravu legislativnych aktov;

. Diia 25. juna 2024 Ministerstvo digitalnej transformacie Ukrajiny zverejnilo
Bielu knihu o regulacii UI, ktora detailne popisuje preferovany ramec regulécie - vytvorenie
Specializovaného regulatora, implementacia rizikovo orientovaného (risk-based) pristupu,
harmonizécia ukrajinskej legislativy s pravnymi Standardmi Eurdpskej Gnie (najmi s EU
Artificial Intelligence Act);

. Okrem toho sa v dokumentoch uvadza zriadenie testovacich sandboxov a
dobrovol'nych ¢i etickych kodexov (napriklad kodex spravania pre podniky vyvijajuce UI),
¢o ma umoznit subezny rozvoj Ul a pripravu na budice pravne zavdzné normy
(Domashenko 2024)

Tento viactfazovy (fazovany) model regulacie — od etickych principov a odporacani,
cez ,,pieskoviskd* (sandboxy) a dobrovolné nastroje, az po komplexnt legislativu — ma za
ciel' zabezpetit' konkurencieschopnost’ ukrajinskych firiem a kompatibilitu s pravom EU,
priCom sa minimalizuji geografické ¢i technologické bariéry a predchadza izolacii
(Domashenko 2024).

V dokumentoch reguldcie Ul sa kladie doraz na etické normy ako neoddelitelnti
sucast’ pravneho ramca. Medzi zékladné principy patria:

. reSpektovanie zakonnosti a I'udskych prav;

. transparentnost’  algoritmov ~a  schopnost’  vysvetlit  rozhodnutia
(explainability);

. zakaz diskriminécie a zabezpecenie rovnakého zaobchadzania;

. ochrana osobnych udajov a stikromia;

. odborny dohl'ad (governance), audit a zodpovednost’ vyvojarov/pouzivatel'ov

(Sova, Dyenizhna 2024).

Tieto principy su podporené nielen internymi podnikatel'skymi politikami a
odporucaniami ako dobrovol'né kodexy spravania, ale aj medzindrodnymi normami:
Ukrajina v roku 2025 podpisala Framework Convention on Artificial Intelligence and
Human Rights, Democracy and the Rule of Law (Rdmcovu dohodu Rady Eurdpy o Ul a
Pudskych pravach), ktord stanovuje zavdzné Standardy pri pouzivani UI vo verejnej sprave
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a zaruCuje zéasady dostojnosti, transparentnosti, nondiskrimindcie, ochrany sukromia,
spol’ahlivosti a bezpecnost(Yarovoy 2023).

V kontexte oblasti s vysokym rizikom (napr. medicina, vzdelavanie ¢i justicia)
odporucania zdorazituju ochranu zranitelnych skupin, preventivau analyzu dopadov a
doplnkovii odbornu kontrolu, aby sa eliminovalo riziko zaujatosti, diskriminacnych
rozhodnuti, ¢i porusenia prav. Jednou z najzlozitejSich pravnych otdzok je urcenie subjektu
zodpovedného za Skodu spdsobent Ul systémom. V sucasnom pravnom stave Ukrajiny Ul
nie je pravnym subjektom so samostatnou pravnou osobnost'ou, a teda nemozno priamo
sudit’ ,,umelu inteligenciu®. Zodpovednost’ zvyc€ajne pada na:

. vyvojara - ak chyba v kéde alebo v algoritme UI systému sposobila Skodu
(napr. chybné rozhodnutie, porusenie prav);
. pouzivatel'a - v pripade, ze systém bol pouzity v rozpore s inStrukciami,

internymi pravidlami ¢i ucelmi, ktoré st protipravne (Yarovoy 2023).

V praxi je vSak problémom dokéazat kauzédlnu suvislost medzi ¢innostou Ul a
Skodou, najmi ked’ UI systém pracuje autondémne alebo s minimalnym dohl'adom ¢loveka.
Preto v dokumentoch, ako je Biela kniha, navrhovany pristup spociva vo vyvoji hybridnych
modelov  zodpovednosti, ktoré zohladnia ucast vSetkych aktérov (vyvojara,
prevadzkovatela, pouzivatela) a poskytni ramec pre kompenzéaciu Skody, ak bude
preukdzana vina alebo nedbalost’.

HARMONIZACIA S EUROPSKYM PRAVNYM RAMCOM A MEDZINARODNE
ZAVAZKY

Regulacny pristup Ukrajiny je navrhnuty tak, aby zabezpecil postupné zosuladenie s
pravom Europskej unie, konkrétne s pripravovanym EU Artificial Intelligence Act. Biela
kniha naznacuje, Ze nadrodné pravne normy budu vychadzat’ z eurdpskych standardov, ¢o je
sigastou stratégie integracie do digitdlneho priestoru EU. Zaradenim Ukrajiny medzi
signatarov Ramcovej dohody o UI a l'udskych pravach (in€ Clenské krajiny Rady Eurdpy),
sa pravne zavizky tykajuce sa ochrany prav osob, sukromia, nondiskrimindcie a
zodpovedného pouzivania Ul stavaju integralnou sticastou legislativneho vyvoja.

Jednym z hlavnych rizik pri nasadzovani syst¢émov umelej inteligencie (UI) je
spracovanie osobnych udajov. Stcasna ukrajinska legislativa, najmd Zakon Ukrajiny
€.2297-17 , O ochrane osobnych udajov®, neadekvatne reflektuje Specifikd
automatizovaného spracovania velkych datovych suborov prostrednictvom algoritmov
strojového ucenia (Gurzhiy 2024).

Zvlastnu pozornost’ si vyzaduje spracovanie biometrickych udajov, ako su
rozpoznavanie tvare alebo analyza hlasu. Bez primeranych obmedzeni mdézu tieto
technologie viest k masivnemu zésahu do prava na stikromie. Ukrajina v tejto oblasti
smeruje k implementacii Standardov GDPR, ¢im sa zabezpeCi vysokd miera dovery
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pouzivatelov voc¢i Ul systémom a kompatibilita s medzinarodnymi normami ochrany
osobnych udajov. Otazka autorskych prav a dusevného vlastnictva v kontexte umelej
inteligencie patri medzi najdiskutovanejSie pravne problémy. Podl'a platnej ukrajinske;j
legislativy moze byt autorom vyluéne fyzickd osoba, o znamend, Ze obsah generovany
generativnymi modelmi (texty, obrazy ¢i hudba) nie je mozné pravne uznat’ ako ,,dielo Ul
(Ivanov, Bershadska 2023)

Pravne postavenie vystupov Ul moZno zabezpecit zmluvne prostrednictvom
licencnych alebo objednévatel'sko-vyvojarskych dohdd, ktoré upravuju prava a povinnosti
stran. Otazka je vSak obzvlast’ citlivd pri generativnych modeloch, ktoré su trénované na
rozsiahlych datovych suboroch obsahujicich materialy chranené autorskym pravom, ¢im
vznika riziko poruSenia prav tretich osob. Medzinarodna koordinécia a adaptacia pravnych
noriem je preto nevyhnutna.

Perspektivy legislativneho rozvoja v oblasti Ul podlad Gurzhiy (2024):

o Buduca regulécia na Ukrajine je uzko spojend s tvorbou ndrodnej stratégie
UI, zostladenou s pravnymi normami EU. KIa¢ovym prvkom je zriadenie regulacného
organu, ktory bude zodpovedny za certifikaciu systémov Ul, dohl'ad nad ich bezpe¢nost'ou
a dodrziavanie pravnych a etickych Standardov;

o Pripravuja sa navrhy zakonov o digitalnych technologiach, vratane reguldcie
algoritmov s vysokym rizikom. Do ich tvorby su zapojeni medzindrodni experti, ¢im sa
zabezpecuje kompatibilita s eurépskymi pravnymi Standardmi a praktikami;

o Legislativa musi garantovat’ prdvo obcanov na informacie o fungovani
algoritmov, najmd pri Ul vyuzivanych v justicii, kde rozhodnutia zalozené na
automatizovanom spracovani musia byt’ zrozumiteI'né a overitel'né,;

o Ochrana pred diskriminéaciou je priorita vzhladom na riziko algoritmickej
zaujatosti. Zavedenie testovania a nezavislého auditu systémov je nevyhnutné na
zabezpecenie rovnakého zaobchddzania bez ohl'adu na pohlavie, vek, etnickl prislusnost’ ¢i
iné chranené charakteristiky;

o Pravne mechanizmy by mali jasne rozliSovat’ zodpovednost’:

1) Vyvojar je zodpovedny za spravnost’ algoritmov, ich bezpecnostné Standardy
a sulad s legislativou;
2) Pouzivatel zodpoveda za korektné a zdkonné vyuzivanie technologii.

o Spracovanie biometrickych udajov si vyzaduje Specialne garancie.
Legislativa musi stanovit’ obmedzenia na zber, uchovavanie a pouzivanie tychto udajov, ako
aj sankcie za ich neopradvnené spracovanie;

o Buducnost’ legislativy bude zamerana na spresnenie noriem o autorstve a
licencovani obsahu vytvoreného prostrednictvom UI. Tento krok zniZi pravne rizikéd pre
podniky aj sikromné osoby a umozni legalne a bezpecné vyuzitie generativnych modelov
(Gurzhiy 2024).
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Praktické formy uplatnenia umelej inteligencie na Ukrajine v svetle
pravnych a inStitucionalnych ramcov

Ukrajina vykazuje dynamicky progres v oblasti umelej inteligencie (UI). Vd’aka
potencidlu domaceho IT sektora a strategickej podpore Statu sa UI stdva integralnou
sucast’ou verejnej spravy, sudnej sustavy a socidlnych programov. Nasledujuca analyza sa
zameriava na kl'a¢ové Statne iniciativy a ulohu ukrajinskych IT vyvojarov pri implementacii
Ul Podl'a Ersova, Bazan (2021) projekt ,,Dija* predstavuje jednu z hlavnych iniciativ, kde
UI podporuje automatizaciu administrativnych procesov:

1. automatizovana spracovatel’ska kontrola dokumentov umoziuje efektivnu
validaciu a overovanie udajov, ¢o vyznamne skracuje ¢as spracovania ziadosti obanov;

2. algoritmy UI analyzuju interakcie obCanov so Statom s ciel'om optimalizovat
sluzby a identifikovat’ problematické oblasti;

3. Ul-boty poskytuji okamzité odpovede na otazky obcanov, redukuju ¢akacie
lehoty a minimalizuja byrokratické prekazky;

4. elektronické dokumenty dostupné v smartfonoch vyuzivaju technologie

rozpoznavania udajov a Ul, ¢im sa zabezpecuje pohodIny a bezpecny pristup k Statnym
sluzbam (ErSova, Bazan 2021).

Okrem platformy ,,Dija“ sa Ul aplikuje aj v finan¢nej sfére, najma v boji proti praniu
$pinavych pefazi a dafiovym unikom, pri¢om Statna dafiova sluzba vyuZiva algoritmy na
identifikaciu podozrivych transakeii.

Globalny trend smerujuci k vytvaraniu stiverénnych systémov umelej inteligencie
(UI) sa stava Coraz vyraznejSim. Tento trend nezahfiia len ekonomicky silné krajiny, ktoré
investuju miliardy do Ul, ale aj Staty s podobnou Strukturou a vyzvami ako Ukrajina, ktoré
usiluju o vyvoj vlastného jazykového modelu (LLM), prispdsobeného miestnym kultarnym,
lingvistickym a legislativnym podmienkam (Tsygankova a kol. 2023).

Vyskum Ukrajinskej katolickej univerzity (UKU) identifikoval, ze vlady povazuja
narodnu Ul za strategicky nastroj pre (APPS.UCU Generative Al Weekend 20252):

. rozvoj vzdeldvacieho systému;

. optimalizaciu elektronickej spravy a Statnej administrativy;
. modernizaciu zdravotnictva;

. podporu ekonomického rastu;

. posilnenie narodnej bezpecnosti (APPS.UCU Generative Al Weekend 2025).

2 APPS.UCU Generative AI Weekend 2025 je intenzivna udalost zamerana na generativnu umelt inteligenciu
(Generative Al), ktora organizovala Fakulta aplikovanych vied Univerzity Ukrainian Catholic University
(UCU) v Lvove (Ukrajina). Podujatie sa konalo 5. — 11. maja 2025 a pozostavalo z dvoch hlavnych ¢asti: skoly
s hackathonom a konferencie.
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Priklady implementacie vlastnych LLM su:

. Bulharsko (BgGPT) a Grécko (Meltemi): vyuzitie vo vzdelavani na
generovanie uloh, zodpovedanie otazok a vysvetl'ovanie komplexnych pojmov; model
BgGPT preukazal vysoktl uc¢innost’ aj pri sSkolskych skuskach, niekedy prevySujicu
ChatGPT a LLaMA;

. Svédsko (GPT-SW3): model je vyvijany na automatizaciu spracovania textov
vo verejnom sektore a kompenzaciu nedostatku pracovnej sily spdsobeného demografickym
starnutim populécie;

. Albansko: virtualny asistent automatizuje podévanie ziadosti o Statne sluzby;
planuje sa vytvorenie narodného jazykového modelu pre preklad pravnych dokumentov v
kontexte integracie do EU(Tsygankova a kol. 2021).

Podl'a vyjadrenia predstavitela Ministerstva digitalnej transformacie Ukrajiny,
cielom $tatu je zvysit efektivitu poskytovania sluzieb obcanom a zrychlit’ procesy vladnej
spravy, ¢o predstavuje jednu z priorit ministra digitalnej transformacie Ukrajiny.

VYZNAM NARODNEJ UI PRE EKONOMIKU A BEZPECNOST

Nérodna Ul je zaroven nastrojom minimalizécie digitalnej nerovnosti a podpory
technologického rozvoja. Podl'a Karpenko, Karpenko, Yu. (2021) v pripade absencie
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domaceho modelu by Ukrajina bola zavisla od externych rieSeni, ktoré ¢asto nedokazu
adekvatne spracovat’ ukrajinsky jazyk ani lokalny kontext.
Implementacia narodnej Ul zabezpeci:

. pristup k nastroju, ktory plne rozumie miestnemu kontextu;

. podporu podnikatel'ského prostredia, vzdelavacich inStitacii a Statu v
technologickom zavode;

. zosuladenie digitalnych procesov s legislativnymi a etickymi Standardmi

(Karpenko, Karpenko, Yu. 2021).

Tymto spdsobom sa narodna LLM stane strategickym prostriedkom pre udrzatelny
rozvoj digitalnej transformacie, GovTech iniciativ a bezpecnostnej odolnosti Ukrajiny:

1. Rumunsko vyuziva Ul na spracovanie komentarov v socialnych siet’ach pre
tvorbu $tatnej politiky;

2. Platforma Flood Hub od Google predpovedd povodne vo viac ako 80
krajinach;

3. Spanielsko vyuzilo Ul asistenta, ktory po¢as pandémie spracoval viac nez 6,5
milidna Ziadosti o socialne davky (Yatsenko, Tananayko 2023).

Podl'a spravy Microsoft Institute for the Economics of AI — Al Diffusion Report
2025 boli analyzované globalne trendy vyuZivania, vyvoja a inovacii v oblasti UL Studia
identifikovala:

. kl'icové centra implementacie technologii;

. uroven rozvoja digitalnych zru¢nosti;

. vplyv infraStruktary na pristup k inteligentnym systémom (Al Diffusion
Report 2025).

V dokumente sa uvadza, ze Ukrajina dosahuje mieru adopcie Ul na trovni 9,1 %, ¢o
je pod svetovym priemerom v désledku dopadov ruského vojenského vpadu. Sucasne vSak
vyskumnici poukazuji na potencial pre rychly rast, podmieneny investiciami do rozvoja
digitalnych zru¢nosti a infrastruktiry.

Tento program predstavuje strategicky nastroj pre modernizaciu Statnej spravy a
kultarnych institacii Ukrajiny, ktory integruje medzindrodné ,, best practices*, podporuje
transparentnost’, efektivitu a bezpecné vyuzivanie umelej inteligencie v sulade s pravnymi a
etickymi Standardmi (AI Diffusion Report 2025).

IMPLEMENTACIA PRVEJ STATNEJ SLUZBY S PODPOROU UMELEJ
INTELIGENCIE NA UKRAJINE

Na Ukrajine bola spustena prva statna sluzba, ktora vyuziva umelu inteligenciu (UI)
na automatizovanu predbeznt kontrolu dokumentov. Konkrétne ide o proces vybavovania
veterinarnej licencie v rdmci $tatnej platformy ,.,ePovolenie® (Kornuta 2023).
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»ePovolenie” je Statna digitdlna platforma urena na poddvanie, spracovanie a
aktualizaciu Zziadosti o povolenia a licencie, ktora umoznuje integraciu modernych
technologickych néstrojov do administrativnych procesov Kornuta 2023).

Pri podani ziadosti cez portal ,,Dija“ systém ,,ePovolenie* vykonéva nasledujuce

kroky:

1. automatickd kontrola dokumentov - overuje Uplnost a spravnost
predlozenych tdajov;

2. podpora rozhodovania Statnych odbornikov - poskytuje relevantné
informacie pre rychle a presné administrativne rozhodnutia;

3. spatna vizba - vysledok spracovania je vrateny do portdlu Dija, ¢im sa

zabezpecuje transparentnost’ a efektivnost’ sluzby (Gurzhiy 2024).

Vyvoj systému vratane aktualizdcie procedurdlnych procesov, implementacie
technickej logiky a integracie Ul modulu zabezpecil tim Ministerstva hospodarstva,
zivotného prostredia a pol'nohospodarstva Ukrajiny, priCom rozhranie pre podnikatelov
vytvoril tim Ministerstva digitalnej transformécie Ukrajiny. Novy modul Ul umoziuje
automaticku validaciu dat, detekciu chyb a nezrovnalosti v dokumentoch. Podl'a vyjadreni
Ministerstva hospodarstva tato technologia:

. znizuje pocet zamietnuti Ziadosti;
. urychl'uje administrativne spracovanie;
. poskytuje Staitnym odbornikom viac Casu na rozhodnutia vyzadujuce ich

odbornu expertizu (Maksimentseva, Maksimentsev 2024).

Vsetky vypocty prebiehaji lokdlne na Uzemi Ukrajiny, bez prenosu dat do
zahrani€ia, s plnym suladom s nariadeniami o informacnej bezpecnosti a Standardmi
ochrany osobnych udajov. Prvy podpredseda vlady a Minister digitalnej transformacie
Michail Fedorov zdoraznil, ze systém predstavuje priklad Statu, ktory nielen digitalizuje
administrativne procesy, ale meni logiku interakcie s ob¢anmi, pricom Ul modul funguje v
prospech pouzivatel'ov a uchovava tudaje v krajine (Maksimentseva, Maksimentsev 2024).

Minister hospodarstva, zivotného prostredia a pol'nohospodarstva Alexej Sobolev
poukazal na to, ze technoldgia odbremenuje odbornikov od rutinnych kontrol, ¢o zvysuje
kvalitu rozhodnuti a znizuje byrokraticki zataz pre podnikatelov (Maksimentseva,
Maksimentsev 2024).

Podla Luzuriaga (2025), vedtcej oddelenia ,,Eurdpska integracia, sprava a pravny
§tat, ob&ianska spolo¢nost™ Zastipenia EU na Ukrajine, systém demonstruje, ako moze Ul
zlepsit’ efektivitu Statnej spravy, znizit administrativnu zataz a posilnit’ déveru ob¢anov a
podnikatel'ov pri suCasnom zabezpeceni najvysSich Standardov ochrany osobnych udajov.
Podl'a Luzuriaga (2025) tim vyvojarov c¢elil viacerym vyzvam:

. dokumenty prichadzaji v roznej kvalite a obsahuju ru¢ne pisané tdaje;
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. skuto¢né idaje nemozno pouzivat’ na trénovanie modelov z dovodu ochrany
sukromia;

. vypoctové zdroje na Ukrajine st limitované (Luzuriaga 2025).

Na riesenie tychto problémov bol pouzity hybridny pristup, kombinujuci otvorené
modely, syntetické data a adaptivne algoritmy prispdsobené Specifickym potrebam
verejné¢ho sektora.

Perspektivy regulacného a inStitucionalneho rozvoja umelej inteligencie
na Ukrajine

Spustenie Ul modulu pri veterindrnych licenciach predstavuje prvy krok v ramci
digitalizacie administrativnych procesov. Jeho efektivnost’ bude sluzit’ ako zéklad pre
rozSirenie digitdlneho licencovania a povolovacich procedur v celej Ukrajine, pricom
systém zabezpeci rychlejsie, bezpecnejsie a transparentnejsie poskytovanie Statnych sluzieb
(Maksimentseva, Maksimentsev 2024).

Portal ,,.Dija* vznikol v roku 2019, kedy Ministerstvo digitalnej transformacie
Ukrajiny stanovilo ambicidzny ciel - transformovat’ Ukrajinu na ,,Stat v smartfone*. Cielom
bolo zabezpecit plnt digitalizaciu administrativnych procesov a zlepsit’ dostupnost’ Statnych
sluzieb pre obfanov a podniky.

Podl'a ErSova, Bazan (2021) uZ niekol'’ko mesiacov po spusteni mali ob¢ania pristup
k prvym digitalnym dokumentom a nasledne k stovkdm online sluzieb, vratane:

. registracie podnikania;
. ziskania potvrdeni a socidlnych davok;
. vybavenia dokumentov pre vnutornych presidlenych osob (ErSova, Bazan

2021).

V sucasnosti portal poskytuje digitdlny pas, vodicsky preukaz, COVID-certifikaty,
moznost’ platenia dani, podavania danovych priznani, zakladania fyzickych os6b-
podnikatelov (FOP) a ziskavania pomoci pocas vojnového stavu. Pocas vojenského
konfliktu sa aplikdcia stala kl'dCovym ndastrojom komunikacie Statu s obcanmi, ¢o
zdoraznuje vyznam digitdlnej transformdcie verejnej spravy v podmienkach krizového
riadenia (ErSova, Bazan 2021).

Portal ,,Dija‘“ zasadne transformoval interakciu medzi Staitom a obCanmi. Procesy,
ktoré predtym vyzadovali fyzicku pritomnost a dlhé cakacie lehoty, st teraz dostupné
digitalne, prostrednictvom smartfénu, ¢o vyrazne znizuje administrativnu zataz a riziko
korupcie. Pre podniky to znamena:

. rychly pristup k registraciam, licencidm a finanénym vykazom;

. minimalizaciu byrokratickych prekéazok;
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. zlepsenie dostupnosti digitdlnych sluzieb pre ukrajinskych podnikatel'ov
v zahrani¢i (Karpenko, Karpenko, Yu. 2021).
Obzvlast vyznamny je portal pocas krizovych situacii, kde poskytuje:

. program ,,ePomoc*;
. evidenciu poSkodeného byvania;
. digitalne potvrdenia pre vojakov a presidlenych osob (Gurzhiy 2024).

Tieto funkcie ilustruju, ako technoldgie moézu sluzit’ ako socialny a administrativny
Stit Statu.

VZDELAVACI PROGRAM O UMELEJ INTELIGENCII PRE STATNYCH
ZAMESTNANCOV NA UKRAJINE

Ministerstvo kultary Ukrajiny v partnerstve so spolo¢nostou Google Ukrajina spusta
Specializovany vzdeldvaci program zamerany na praktické vyuzitie nastrojov umelej
inteligencie (UI) v ¢innosti orgdnov verejnej spravy a kultarnych institicii. Program je
sucast'ou série tréningov ,,Umela inteligencia pre Statny sektor a samospravy*, ktoré Google
organizuje pre ukrajinské Statne institucie. Po UspeSnom implementovani prvotnej fazy
programu v  Ministerstve hospodarstva, Ministerstve zivotného prostredia a
pol'nohospodarstva a Ministerstve digitdlnej transformécie, sa do druhej viny vzdeldvania
zapojili Ministerstvo kultry Ukrajiny a Asocidcia miest Ukrajiny (Maksimentseva,
Maksimentsev 2024).

Podla Sova, Dyenizhna (2024) cielom programu je poskytnut’ Statnym
zamestnancom odborné znalosti a praktické zru¢nosti, umoziujuce efektivne a bezpecné
zavadzanie nastrojov Ul do kazdodennej prace. Program pokryva:

. automatizaciu rutinnych procesov;

. analyzu a vizualizaciu dat;

. generovanie inovativnych napadov a rieSent;

. zlepSenie interakcie a komunikécie s ob¢anmi (Sova, Dyenizhna 2024)

Tréningy prebiehajii formou online workshopov vedenych odbornikmi z Google a
st doplnené o Studijné materidly a interaktivne diskusie. Program je koncipovany tak, aby
Statne a kultarne institicie mohli rychlo a bezpecne integrovat’ Ul do svojich procesov.
Organizatori zdoraznuju, Ze obsah programu bude priebezne aktualizovany, aby reflektoval
nové¢ scendre vyuzitia Ul v stilade s potrebami ukrajinskych institucii.

GLOBALNY VYZNAM UKRAJINSKEHO MODELU GOVTECH

Skusenosti s portalom ,,Dija‘“ pritiahli pozornost’ vlad a technologickych firiem na
medzindrodnej trovni. Ukrajina sa stala jednym z pionierov smeru GovTech, ktory integruje
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inovacie, Statne riadenie, bezpeCnost' a orientdciu na obcana. Ukrajinsky model je
predmetom $tadii v Eurdpe, Latinskej Amerike aj Azii. Podl'a Yatsenko, Tananayko (2023)
sucasne sa Stat stretava s vyzvami, medzi ktoré patri:

. posilnenie kybernetickej bezpecnosti;
. zvySenie digitalnej gramotnosti obyvatel'stva;
. zabezpecCenie rovnakého pristupu k internetu pre vSetkych obcanov

(Yatsenko, Tananayko 2023)

Hlavny uspech je vSak jasny - krajina preukazala, Ze efektivny digitalny Stat je
realizovatelny aj poc¢as vojnovych podmienok.

Portal Visit Ukraine poskytuje centralizované online rieSenia pre Ukrajincov doma
aj v zahranici, vratane:

. uzatvarania zdravotného a autopoistenia;

. rezervacie cestovnych sluzieb a dopravy;

. pravnych konzultacii a asistencie pri dokumentoch a pravnych otazkach
(Gurzhiy 2024).

Portal podporuje Statnu stratégiu digitalizacie, spolupracuje s oficialnymi
iniciativami a $iri pozitivny imidz digitdlnej Ukrajiny v medzinarodnom prostredi. Vd’aka
tomu maji obc¢ania Ukrajiny v zahrani¢i pristup k potrebnym sluzbam rychlo a efektivne,
¢o je charakteristické pre moderny digitalny Stat.

Ul sa integruje aj do sudnej oblasti, o umoziuje:

. rychla sprava a vyhodnocovanie zakonov a precedensov ul'ahcuje pracu
pravnikov a sudcov;

. automatizované¢ hodnotenie potencidlnych poruSeni zdkona umoziuje
proaktivnu reakciu $tatu na mozné hrozby;

. UI podporuje rovnomerné rozdel’'ovanie zataze medzi sudcov s prihliadnutim
na ich Specializaciu a skusenosti;

. testuje sa online podavanie dokumentov a automatizované rozhodovanie v

drobnych sporoch, ¢o zvySuje transparentnost’ a efektivitu sidneho konania (Ivanov,
Bershadska 2023).

Ukrajinsky $tat implementuje Ul aj v bezpecnostnom a obrannom sektore:

. systémy rozpozndvania tvari pouzivaju sa na hraniciach a v mestich na
identifikaciu pachatel’'ov a potencialnych teroristov;

. Ul identifikuje a neutralizuje hrozby v kyberpriestore, ¢o je klucové v
podmienkach hybridnej vojny;

. vyvoj a vyuzitie dronov na prieskum a vojenské operacie implementuju
ukrajinski vyvojari (Kornuta 2023).

Ukrajinské IT firmy st strategickymi partnermi $tatu pri implementacii Ul:

. SoftServe - vyvoj rieSeni pre analytiku a predikciu;
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. DataRobot - néstroje pre automatizaciu analytickych procesov;

. Genesis - produkty pre socialne a Statne platformy;
. Reface Al - generativna Ul a rozpoznavanie obrazov;
. DeepState - algoritmy na analyzu vojenskych map a monitorovanie bojovych

operacii (Okhotnikova, Korpachova 2021)

ZAVER

Implementdcia Ul vo verejnom sektore Ukrajiny demonstruje pokrocily
technologicky progres a potencial pre d’al§i rozvoj digitalneho Statu. Aktivna spolupraca
vlady s IT sektormi umoznuje Ukrajine etablovat’ sa ako lider digitalnej transformacie a
GovTech inovacie.

Zaroven je kl'a¢ové dbat’ na etické a pravne aspekty pouzivania Ul, najma v stidne;j
oblasti a bezpecnosti, aby sa zabezpecila transparentnost’, ochrana prav ob¢anov a stlad s
legislativou. Pokracujuci rozvoj Ul umozni zvysit' dostupnost, efektivnost a kvalitu
Statnych sluzieb a podpori integraciu Ukrajiny do globalneho digitdlneho ekosystému.

Umeléd inteligencia predstavuje strategicky nastroj rozvoja verejnej spravy na
Ukrajine, umoziujuci zvysenie produktivity a adaptabilnosti Statnej sluzby voci potrebdm
obCanov. Implementdcia Ul v Statnych inStitGcidach umoziiuje optimalizovat’ procesy
poskytovania sluzieb, zefektivnit’ alokaciu a kontrolu verejnych zdrojov a podporovat
rozvoj inteligentnej infrastruktary v mestskom prostredi.

Zavadzanie Ul vSak musi byt podlozené adekvatnym pravnym ramcom, ktory
zabezpeci transparentnost’ procesov, ochranu prav ob¢anov a etické pouzivanie technologii.
Medzinarodné skusenosti naznacuju, ze je nevyhnutné prijimat’ eticky pristup, ktory
predchadza diskrimindcii a garantuje rovny pristup k verejnym sluzbdm pre vsetky
demografické skupiny.

Po komplexnej analyze rizik a prilezitosti méze Ukrajina vybudovat’ robustny zaklad
pre vyuzivanie Ul vo verejnom sektore, priCom Ul bude pdsobit’ nielen ako inovaény
nastroj, ale aj ako mechanizmus podpory socidlnej spravodlivosti a zvySovania dovery
obcCanov vo verejné institicie. Aktudlne ukrajinskd prax naznacuje ziskavanie empirickych
sktisenosti s implementaciou Ul na zvySenie kvality poskytovania verejnych sluzieb a
zlepSenie interakcie so subjektmi obcianskej spolocnosti pri rieSeni priorit verejného
zaujmu. Su dostupné konkrétne priklady aplikacie UI v €innosti orgdnov verejnej spravy
Ukrajiny.

Al ma vyznamny potencial pre transformaciu verejného sektora, pricom systém
verejnej spravy sa nachddza v unikatnej pozicii vo vztahu k tejto technologii. Koncepéné
principy uplatinovania Ul v systéme verejnej spravy a vSeobecné Standardy regulacie Ul
nachadzaju svoje legislativne vyjadrenie v aktudlne rozvijanej ukrajinskej legislative. Dalgia
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vyskumna a pravna analyza je potrebna najmi v oblasti vyuzitia Ul v ramci cezhrani¢nej
spoluprace zapadnych regiénov Ukrajiny v postkonfliktnom obdobi.
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UMELA INTELIGENCIA AKO DETERMINANT FORMOVANIA
VEREJNEJ MIENKY V ONLINE PRIESTORE

Jakub ROSINA, Martin JARABAK

Abstrakt: Prispevok sa zaobera vplyvom umelej inteligencie na formovanie verejnej mienky
v sucasnom digitalnom a politickom prostredi. Cielom je identifikovat’ hlavné mechanizmy,
prostrednictvom ktorych systéemy umelej inteligencie ovplyviujui postoje obcanov, ich
doveru v informacie a volebné preferencie, ako aj zhodnotit mozZnosti zmiernovania
negativnych dopadov prostrednictvom regulacnych a transparentnych opatreni. Teoreticka
Cast prispevku sa sustreduje na koncept verejnej mienky, zdakladné charakteristiky umelej
inteligencie a jej vyuZitie v politickej a spolocenskej komunikacii. Aplikacna cast vychadza
z empirického vyskumu realizovaného formou dotaznikového prieskumu medzi obcanmi,
ktory skumal mieru kontaktu s obsahom generovanym umelou inteligenciou, vaimany vplyv
takéhoto obsahu na postoje respondentov a ich deklarované volebné spravanie. Prispevok
prispieva k aktualnej vedeckej diskusii o vztahu medzi technologiami, verejnou mienkou a
regulaciou umelej inteligencie v kontexte modernych demokracii.

KPucové slova: umela inteligencia, verejnd mienka, politicka komunikacia, online priestor

Abstract: The paper examines the impact of artificial intelligence on the formation of public
opinion in the contemporary digital and political environment. The aim is to identify the
main mechanisms through which artificial intelligence systems influence citizens’ attitudes,
trust in information, and voting preferences, as well as to assess possibilities for mitigating
negative effects through regulatory and transparency measures. The theoretical part focuses
on the concept of public opinion, key characteristics of artificial intelligence, and its use in
political and social communication. The applied part is based on empirical research
conducted through a questionnaire survey among citizens, examining the level of exposure
to Al-generated content, the perceived influence of such content on respondents’ attitudes,
and their declared voting behavior.

Keywords: artificial intelligence, public opinion, political communication, online
environment
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Uvod

Rozvoj digitalnych technologii a umelej inteligencie v poslednych rokoch zasadne meni
spOsob, akym sa informacie vytvaraju, Siria a prijimaji. Verejna mienka, ktora je tradicne
formovana prostrednictvom médii, politickych aktérov a spolocenskych autorit, sa coraz
viac dostava pod vplyv algoritmicky riadeného online prostredia. Socidlne siete,
vyhl'addvace a digitalne platformy vyuZzivaju systémy umelej inteligencie na personalizaciu
obsahu, cielenie sprav a optimalizdciu komunikacie, ¢im vyrazne zasahujii do procesu
formovania postojov ob¢anov.

V tomto kontexte sa umela inteligencia stava nielen technologickym nastrojom, ale aj
vyznamnym spolocensko-politickym fenoménom. Jej vyuzivanie v politickej komunikacii,
marketingu a medidlnom priestore prinasa nové prilezitosti, ale zarovenl aj rizikd pre
fungovanie demokratickych procesov. Prispevok sa preto zameriava na analyzu umelej
inteligencie ako determinantu verejnej mienky, priCom osobitny doraz kladie na aplikacny
a empiricky rozmer problému.

Cielom prispevku je preskimat, do akej miery umeld inteligencia ovplyviiuje
formovanie verejnej mienky v online prostredi, aké mechanizmy zohravaji v tomto procese
kl'a¢ova ulohu a ako mozno prostrednictvom regulacnych a transparentnych opatreni
zmiernit' jej potencidlne negativne dopady. Struktura prispevku vychadza z kombindcie
teoretickej analyzy a empirického vyskumu. V kontexte naplnenia primarneho ciel’a
prispevku, si autori stanovuju nasledovnu hypotézu: ,, VyuzZivanie umelej inteligencie pri
Sireni informacii a politickej komunikacii ma vyznamny vplyv na formovanie postojov
obcanov a moze menit preferencie volebného spravania. “ Overovanie hypotézy je zalozené
na dotaznikovom prieskume, ktory mapuje sktisenosti obcanov s obsahom vytvorenym
umelou inteligenciou, d’alej troven ddovery politickej komunikécie v online prostredi a
deklarovany vplyv tychto informacii na postoje a volebné preferencie. NaSou ambiciou je
tak ziskat’ empirické udaje o tom, do akej miery vyuZzivanie umelej inteligencie pri Sireni
informacii ovplyviiuje formovanie verejnej mienky.

1 UMELA INTELIGENCIA A VEREJNA MIENKA V TEORETICKEJ
PERSPEKTIVE

Umeld inteligencia (Al) predstavuje Siroké spektrum technik a pristupov, ktorych
spolo¢nym cielom je vytvaranie systémov schopnych vykondvat Cinnosti typické pre
Pudsku inteligenciu. Medzi najdynamickejSie rozvijajuce sa oblasti patri strojové ucenie
(machine learning, deep learning), ktoré sa zameriava na tvorbu algoritmov schopnych
spracovavat’ vel’ké mnozstva dat a na ich zéklade generovat predpovede alebo rozhodnutia.
Osobitnu pozornost’ si v sti€asnosti ziskava generativna Al (napr. ChatGPT), ktora vyuziva
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principy strojového ucenia na vytvaranie originalneho a realistického obsahu v podobe
textov, obrazov, zvuku ¢i videa.

Podstata fungovania umelej inteligencie spociva v schopnosti analyzovat’ dostupné
udaje, identifikovat’ vzory a vytvarat odporucania, ktor¢ modzu sluzit ako podpora
rozhodovacich procesov. ZovSeobecnene mozno Al charakterizovat’ ako systémy, ktoré sa
usiluji napodobniovat’ procesy l'udskej inteligencie: dokdzu vnimat svoje okolie,
interpretovat’ prirodzeny jazyk, rieSit’ problémy, ucit’ sa z predchadzajucich skusenosti,
prisposobovat’ sa zmenam a postupne zlepSovat' svoju vykonnost. Systémy umelej
inteligencie mézu mat’ vyhradne softvérovy charakter, ked’ funguju vo virtudlnom prostredi,
napriklad v podobe hlasovych asistentov, internetovych vyhl'addvacov alebo nastrojov na
rozpoznavanie reci a obrazu. Rovnako vSak mézu byt integralne spojené s hardvérom, ako
je to v pripade pokrocilych robotov, autonomnych vozidiel, dronov, alebo aplikécii internetu
veci. V mnohych pripadoch ide o kombinaciu viacerych metdd umelej inteligencie, ktoré
spoloc¢ne tvoria komplexny systém.

Z hladiska miery l'udskej participacie mozno rozlisit’ Styri zdkladné kategorie umelej
inteligencie: (Smuha, 2021)

* Automatizovana inteligencia: orientovand na nahradzanie manualnych alebo
kognitivnych Cinnosti, pricom ide o ulohy rutinného aj nerutinné¢ho charakteru.

* Asistovanda inteligencia: nastroje, ktoré podporuju 'udsku ¢innost’ a zvysuju rychlost’
a efektivnost’ pri vykondvani tloh.

* Rozsirena inteligencia: systémy, ktoré napomdhaju pri kvalitativne lepSom
rozhodovani vyuzivanim prediktivnej alebo preskriptivnej analytiky na odporti¢anie
moznych alternativ.

» Autonomna inteligencia:aplikdcie schopné samostatného rozhodovania bez
priameho zasahu cloveka, zalozené na preskriptivnej a prediktivnej analytike, ktoré
umoziujui uplni automatizaciu rozhodovacich procesov.

Napriek existujicim popisom umelej inteligencie je potrebné zdoraznit, ze Al je vel'mi
obtiazne jednoznacne definovatel'na. Problém vyplyva z toho, ze definicie sa odliSuju podl'a
kontextu, ucelu alebo institucii, ktoré ich formuluju. Historicky sa pojem ,,umela
inteligencia®“ objavil prvykrat v roku 1956 pocas Dartmouthskej letnej vyskumne;j
konferencie o umelej inteligencii, kde vedci skimali mechanizmy fungovania 'udského
mozgu s cielom vyvinut’ vykonnejSie pocitace. Od tohto obdobia sa diskusia o definicii Al
neustale vyvijala, priCom jednotlivé pristupy boli bud’ prili§ Siroké a zahfnali mnozZstvo
heterogénnych technoldgii, alebo naopak, uzko orientované na konkrétny sektor alebo
aplikaciu.

Pravna regulacia umelej inteligencie preto naraza na zésadnt prekazku: ak chcu
zakonodarcovia vytvorit normy upravujiice Al, musia najprv stanovit' presnu legalnu
definiciu, ktorda umozni jednoznac¢ne urcit’, ¢i dana technologia spada do kategorie Al alebo
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nie. V sudnej praxi je tato poziadavka kl'acova, pretoze bez jasného pojmového vymedzenia
nie je mozné aplikovat’ pravne predpisy konzistentne a predvidatelne.

Ako uvadza Klucka (2021), absencia jasnej definicie predstavuje vyznamnt prekazku
nielen pre legislativu, ale aj pre medzinarodnu spolupracu, ked’ze diskusia o regulacii je
problematicka, pokial' predmet regulacie nie je zretene ureny. Uvedeny deficit vedie k
situdcii, v ktorej sa pravo usiluje regulovat’ fenomén, ktory nema jednotnu a konsenzualne
prijatu definiciu (Klucka, 2021).

Odborna literatira poukazuje na to, ze samotny problém nie je primarne v
nejednoznacnosti pojmu ,,umeld”, ale v konceptudlnej nejasnosti samotného pojmu
minteligencia®“. Inteligencia, ¢i uz v l'udskom alebo strojovom kontexte, je Siroky a
mnohoznacny pojem, ktory sa casto nahradza kategdriou racionality. V tomto chapani je
systém umelej inteligencie raciondlny vtedy, ak dokaze na zéklade dostupnych informécii
zvolit’ najefektivnejsi postup na dosiahnutie stanoveného ciel’a (Scherer, 2016).

Racionalne spravanie systémov Al je mozné vd’aka schopnosti vnimat’ a interpretovat’
prostredie, v ktorom st nasadené. Prostrednictvom senzorov (napriklad kamier, mikrofénov,
klavesnic alebo webovych rozhrani) ziskavaju udaje, ktoré spracuvaju a nasledne na ich
zéklade prijimaju rozhodnutia o optimalnych akciach. Akcie realizuja prostrednictvom tzv.
aktuatorov (ovladacich mechanizmov) alebo priamou tpravou prostredia. Uvedeny cyklus,
zber udajov, ich spracovanie, rozhodovanie a realizacia, predstavuje jadro fungovania
inteligentnych systémov, ktoré sa usiluji napodobnit’ aspoii ¢ast’ 'udskej inteligencie.

Umelé inteligencia zahfiia subor technolégii a algoritmov, ktoré umoziuji systémom
vykonavat’ ulohy vyzadujice Tl'udsku inteligenciu, ako je ucenie sa, rozhodovanie ci
spracovanie prirodzeného jazyka. V online priestore sa Al vyuziva najmi na personalizaciu
obsahu, odporucacie systémy, moderovanie diskusii a automatizovani tvorbu textov,
obrazov a videi.

Personaliza¢né algoritmy analyzuju spravanie pouzivatel'ov a na zéklade ziskanych dat
im zobrazuju obsah, ktory zodpoveda ich preferenciam. Predstaveny mechanizmus zvySuje
efektivitu komunikacie, no zarovenn moze viest k posiliiovaniu existujicich ndzorov a
obmedzeniu konfrontacie s alternativnymi pohladmi. V politickej sfére sa umeld
inteligencia vyuziva na analyzu voli¢skych dat, cielenie kampani a optimalizaciu politickych
posolstiev. Politicki aktéri mozu prostrednictvom Al identifikovat konkrétne skupiny
voliCov a prispdsobovat’ im obsah komunikacie. Uvedeny pristup zvySuje U€innost’
kampani, no zaroven vyvolava otazky tykajlice sa transparentnosti, manipulacie a rovnosti
politickej sutaze. Osobitnym fenoménom su deepfake technologie a generativne modely,
ktoré umoziuju vytvarat realisticky, no falosny obsah. Takyto obsah méze vyrazne narusit’
doveru verejnosti v informacie a oslabit’ schopnost’ ob¢anov rozliSovat’ medzi pravdivymi a
zavadzajicimi spravami.
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V sticasnom obdobi neexistuje globalna pravna definicia Al. Na regionalnej urovni sa
najblizsie k definicii Al priblizila Europska tinia, ktora pojem Al prijala v ramci Oznamenia
Eurdpskej komisie o umelej inteligencii charakterizovany takto: ,,Umelad inteligencia su
systemy, ktoré vykazuju inteligentné spravanie tym, Ze analyzuju okolité prostredie a
podnikaju kroky s istou mierou samostatnosti na dosiahnutie konkrétnych cielov.*
(Recommendation of the Council..., 2021). Eurdpska tnia neskor tito definiciu precizovala
pre potrebu spolo¢ného eurdpskeho ramca s harmonizovanymi definiciami a etickymi
principmi.

Stcasna odborna 1 legislativna diskusia zdéraznuje potrebu presnejSiecho uchopenia
zékladnych pojmov suvisiacich s umelou inteligenciou. V niektorych navrhoch sa pojem
»systém Al chape ako softvérové riesenie alebo hardvérové zariadenie, ktoré imituje prvky
Pudskej inteligencie prostrednictvom zhromazd’'ovania a spracivania dat, analyzy a
interpretacie prostredia a nasledného konania s urcitym stupfiom autonomie s cielom
dosiahnut’ vopred stanovené ciele. Podobne sa v pravnych textoch pracuje aj s kategoriou
»autonémny systém®, ktorym sa rozumie taky systém umelej inteligencie, ktory je schopny
fungovat’ na zdklade interpreticie vstupov prostrednictvom suboru vopred urcenych
pravidiel, avSak nie je na tieto pravidla striktne obmedzeny. Jeho ¢innost’ je sice orientovana
na splnenie konkrétneho ciela stanoveného vyvojarom, no v ramci tohto ciela je schopny
prijimat’ aj d’alSie relevantné rozhodnutia bez priameho zasahu ¢loveka.

Ked’ze v ramci prispevku ddvame akcent na verejnii mienku v kontexte vplyvu umelej
inteligencie, je dolezité obozndmit’ sa s d’al§im terminologickym apardtom. Verejna mienka
predstavuje stbor nazorov, postojov a hodnoteni, ktoré zdielaju prislusnici urcitej
spolo¢nosti vo vztahu k verejnym otdzkam. Je vysledkom dynamického procesu, v ktorom
sa stretavaji individudlne sktsenosti, socidlne interakcie a medidlne sprostredkované
informacie. V demokratickych spolo¢nostiach zohrava verejna mienka klIa¢ova tulohu,
ked’ze ovplyviiuje politické rozhodovanie, legitimitu moci a volebné spravanie obcanov.

Tradi¢ne bola verejna mienka formovana prostrednictvom masovych médii, ako su tlac,
rozhlas a televizia. Digitalizacia a rozvoj internetu vSak tento model zésadne transformovali.
Online prostredie umoziiuje rychle Sirenie informécii, interaktivitu a zapojenie Sirokého
spektra aktérov do verejnej diskusie. Zaroven vSak vytvdra priestor pre fragmentaciu
informacéného priestoru a vznik tzv. informacnych bublin.

S verejnou mienkou suvisi aj termin verejnost. V politologicko-sociologickom
ponimani oznacuje verejnost’ otvoreny, dynamicky sa formujaci okruh jednotlivcov a
skupin, ktori sa zaujimaju o vec spolocného zaujmu, sleduju ju, diskutuji o nej a priamo,
alebo nepriamo na fiu posobia prostrednictvom komunikécie, asocidcii a institacii.
Verejnost’ neexistuje ako homogénny ,,dav*; ide skor o siet’ diskurzivnych viazieb, ktoré sa
vytvaraji okolo tém presahujicich sukromnu sféru. V tomto ponati chapana verejnost’ je
uzko spita s verejnou sférou, teda prostredim, kde sa tvoria a spochybiiujii nazory, artikuluja
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poziadavky a legitimizuje sa politickd moc. J. Dewey zdoraznil, Ze ,,verejnost™ sa vynara
vzdy tam, kde Ciny niektorych nesu nepriame doésledky pre inych; ak tieto dosledky
presiahnu sukromie, vyzaduju kolektivnu organizaciu a deliberaciu ,teda vznika verejnost’
orientovana na rieSenie spolocnych problémov. J. Habermas poiial verejnost’ cez verejnu
sféru a teda ide o priestor, v ktorom ,,sukromné osoby* vstupuju do racionalno-kriticke;j
debaty o veciach spolocenského vyznamu a konvertuju komunikaciu na verejni mienku s
potencidlom ,. komunikativnej moci“ (Habermas, 1989). H. Blumer upozornil, Ze neexistuje
jedna ,,Verejnost™, ale mnohé verejnosti, ad hoc okruhy I'udi diskutujacich o konkrétnom
spore; preto nie je vhodné zamienat ,,verejnost* s masou a prieskumom mienky (ten
zachytava distribticie odpovedi, nie Zivy proces utvarania postojov v diskusii) (Blumer,
1946).

Neskorsia kritika (napr. N. Fraser) pripomenula, ze ,jedina“ verejna sféra je
idealizaciou v redlnych, stratifikovanych spolocnostiach existuju viaceré (asymetrické)
verejnosti, vratane subalternych ,kontraverejnosti®, ktoré si vytvaraju vlastné arény na
formulovanie alternativnych interpretacii a narokov. Nacrtnuty pluralizmus vysvetl'uje,
preco sa verejnost’ neustale triesti a spochybiiuje dominantné ramce (Fraser, 1990).

Aj v Kklasickych tedridch Lippmana, alebo Habermasa boli média klacovym
sprostredkovatelom medzi realitou a verejnostou, v digitalnej dobe tato tlohu Coraz viac
preberaju algoritmické systémy a nastroje generativnej Al. Moderné platformy vyuzivaju
Al na personalizaciu informacného prostredia (tzv. filter bubbles a echo chambers).
Algoritmy rozhoduju, ktoré spravy, prispevky ¢i videa jednotlivi pouZzivatelia uvidia, ¢im sa
vytvara asymetricky a selektivny pristup k informaciam. Tento proces vedie k fragmentécii
verejného diskurzu a polarizacii verejnej mienky (Pariser, 2011).

1.1 Umela inteligencia v politickej sfére

Volby predstavuji fundamentalny pilier demokratickych systémov a su zakladnym
mechanizmom, prostrednictvom ktorého obcania vyjadruja svoju volu a legitimizuji
politickli moc. Ich integrita a transparentnost’ su preto nevyhnutné pre zachovanie dovery
spolo¢nosti v demokratické institacie. V ére digitalnej transformdcie, ktort charakterizuje
dynamicky technologicky rozvoj, sa do popredia dostava otdzka vplyvu umelej inteligencie
na volebné procesy. Uvedena technologia disponuje potencidlom prispiet’ k efektivnejsej
organizacii, bezpecnosti a inkluzivnosti volieb, no zaroven prinadsa zavazné rizika pre
verejni mienku, politicki komunikéciu a samotnu podstatu demokratickej sut’aze.

Prepojenie medzi technoldgiami, sprdvanim voliCov a verejnou mienkou mozno
vnimat’ nasledovne. Technologie, voli¢ské spravanie a verejnd mienka tvoria uzko
prepojeny systém, kde kazdy prvok ovplyviiuje ostatné. Digitdlne médid, socidlne siete,
analytické platformy a algoritmy umelej inteligencie menia sposob, akym jednotlivci
prijimajt informacie, formuju si ndzory a realizuju svoje volebné rozhodnutia.
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Technologie ako sprostredkovatel informacii: Socialne siete umoziuju rychle Sirenie
sprav a nazorov, algoritmy prispdsobuju obsah preferencidm pouzivatel'ov a tym selektivne
formuju informadcie, ktoré obCania vnimaju.

Vplyv na volicské spravanie: Personalizovany obsah a interakcie v digitdlnom prostredi
modzu ovplyvnit’ postoje voli€ov, zvysit angazovanost’ alebo naopak podporit’ polarizaciu.
Napriklad algoritmy micro-targetingu umoziuju cielene komunikovat' s urcitymi
segmentmi voli¢ov, o moze menit’ ich rozhodovanie.

Formovanie verejnej mienky: Kolektivne spravanie jednotlivcov sa premieta do
verejnej mienky, ktort nasledne mézu analytické modely a Al sledovat’ a predikovat’.
Verejna mienka tak nie je len reakciou na politické podnety, ale aj vysledkom interakcie
technologii a individualneho spravania.

Nacrtnuté prepojenie vytvara cyklus, v ktorom technoldgie ovplyviluju spravanie
voliov, spravanie volicov formuje verejnu mienku a idaje z verejnej mienky su spat’
vyuzivané technoldgiami na d’al$iu optimalizdciu komunikacie a predikcii.

Umelé inteligencia sa uz dnes vyuziva v mnohych Statoch na spracovanie velkého
objemu dat, predikciu volebnych trendov, personalizdciu kampani ¢i zefektivnenie
komunikécie medzi politickymi aktérmi a ob¢anmi. Na druhej strane vSak umoziiuje masové
Sirenie dezinformacii, tvorbu manipulativneho obsahu a posiliiovanie spolocenskej
polarizacie. Prave tato ambivalentna povaha umelej inteligencie v kontexte volieb si
vyzaduje dosledntl vedecku reflexiu.

Umelé inteligencia sa v predvolebnom obdobi stiva jednym z najvyznamnejSich
faktorov, ktoré determinuju verejni mienku a tym aj celkové nastavenie politickej stit'aze.
Vdaka schopnosti analyzovat’ obrovské mnozstva dat, predikovat’ spravanie volicov a
cielene distribuovat’ obsah dokaze zasadne menit charakter politickej komunikacie. Kym v
minulosti dominovala masova komunikécia zamerand na Siroké publikum, s nastupom
umelej inteligencie sa ¢oraz viac presadzuje personalizovana komunikécia, ktord umoziuje
zasahovat’ jednotlivcov alebo Specifické skupiny obyvatel'stva presne podl'a ich preferencii,
obav alebo ocakavani. Tento proces, oznacovany aj ako mikrocielenie, vytvara priestor na
efektivne oslovovanie voliCov, no zaroven zvySuje riziko manipulacie a zasahovania do
slobodného formovania nazorov.

Generativne systémy umelej inteligencie navySe umoziiuju okamzitu produkciu textov,
obrazkov ¢i videi, ktoré je mozné masovo Sirit’ na socialnych sietach v redlnom Ccase.
Politicki aktéri tak ziskavaji nastroj, ktory im umoziuje nielen okamzite reagovat’ na
aktualne udalosti, ale aj nastolovat’ tematické ramce verejnej diskusie podl'a vlastnych
cielov. Tento mechanizmus ma priamy vplyv na agendu-setting efekt, teda na rozhodovanie
o tom, ktoré témy sa dostani do centra pozornosti verejnosti a ktoré budi naopak
marginalizované.
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Dolezitym aspektom posobenia umelej inteligencie je aj jej schopnost’ pracovat s
emoéciami. Algoritmy dokazu cielene vyuzivat emocné spustace, ako je strach, hnev,
frustracia ¢i nadej, ktoré¢ su pri rozhodovani voliCcov Casto ucinnejSie nez racionalne
argumenty. Sirenie obsahu s vyraznou emoénou intenzitou méze viest' k radikalizacii
postojov a prehlbovaniu polarizécie spolo¢nosti. Typickym prikladom s deepfake videa
alebo dezinformacné kampane, ktoré mézu vazne poskodit’ reputaciu politickych aktérov a
oslabit’ doveru vo verejné institucie (Chesney , Citron, 2019).

Dal§im mechanizmom, prostrednictvom ktorého AI formuje verejnii mienku, je
posiliiovanie informa¢nych bublin. Odporucacie algoritmy maja tendenciu pouzivatel'om
predkladat’ obsah, ktory koreSponduje s ich predchadzajlicimi ndzormi a preferenciami.
Takto wvznikaju tzv. echo chambers, v ramci ktorych sa obcania stretavaju iba s
informaciami, ktoré potvrdzuju ich existujuce presvedcCenia. Nacrtnuty jav znizuje
otvorenost’ verejnej diskusie, oslabuje schopnost’ kritického myslenia a vytvara priestor pre
extrémne alebo jednostranne orientované postoje (Sunstein, 2017).

Umelé inteligencia ma tiez vyznamny potencial v oblasti prediktivnej analytiky. Na
zéklade historickych dat a aktualnych interakcii dokédze modelovat’ pravdepodobné volebné
spravanie roznych skupin obyvatel'stva. Politické strany tak ziskavaji presny obraz o
spravani voliCcov a mozu optimalizovat’ svoje kampane s cielom maximalizovat’ volebny
zisk. Posun k data-driven politike otvara priestor pre efektivnejSie riadenie kampani, no
sucasne vyvoldva vazne otazky o transparentnosti, férovosti a etickych hraniciach
demokratického sit'azenia. V neposlednom rade sa Al vyuziva aj na vedenie
koordinovanych dezinforma¢nych kampani, ktoré mézu pochadzat’ nielen od domacich, ale
aj od zahrani¢nych aktérov. Automatizované botnety a generovany obsah umoziiujii masové
Sirenie hoaxov a konspiraénych tedrii s cielom oslabit déveru verejnosti voci
demokratickym inStitucidm alebo priamo ovplyvnit' vysledky volieb. Tento fenomén
predstavuje formu hybridnej hrozby, ktord ma vazne dosledky pre stabilitu demokratickych
procesov (European Commission, 2021).

Na zéklade uveden¢ého mozno konStatovat, Zze umeld inteligencia dokaze v
predvolebnom obdobi determinovat’ verejnii mienku prostrednictvom kombinécie viacerych
mechanizmov, od mikrocielenia a personalizovanej komunikacie cez generovanie a Sirenie
obsahu az po manipuldciu emocii, posiliiovanie informacnych bublin a vedenie
dezinformac¢nych kampani. Hoci tieto technologie prinaSaju politickym subjektom efektivne
nastroje na komunikaciu s ob¢anmi, zaroven nesu vysoké riziko zneuzitia, polarizacie
spolo¢nosti a oslabovania demokratickych principov.

Praktické sktisenosti ukazuju, ze Al dokaze prispiet’ aj k zvyseniu dovery verejnosti v
samotné vol'by. V Spojenych Statoch boli v niektorych volebnych obvodoch pouzité systémy
na detekciu falo$nych registracii volicov alebo podozrivych aktivit v online priestore, o
pomohlo predchadzat’ Sireniu narativov o nelegitimnosti volieb (Tucker a kol., 2022). V

208



tomto zmysle méze Al predstavovat dolezity nastroj na ochranu demokracie pred
manipuléciami a podvodmi.

Umeld inteligencia dokaze vyrazne stimulovat’ a modifikovat’ voli¢ské spravanie.
Voli¢ské spravanie predstavuje subor rozhodovacich procesov, postojov a reakcii
jednotlivca alebo skupiny I'udi v réznych situdcidch. Jeho skimanie je v sicasnej dobe
mimoriadne doblezit¢é najmid v kontexte technologického rozvoja a dynamickych
spolo¢enskych zmien. Analyza voli¢ského spravania umoziuje lepSie porozumiet
motivaciam, preferenciam a vzorcom rozhodovania, ktoré su kI'acové pre efektivne riadenie
organizacii, tvorbu verejnych politik alebo optimalizaciu digitalnych systémov.

V oblasti technologii predstavuje skiimanie voli¢ského spravania zaklad pre vyvoj
umelej inteligencie, strojového ucenia a analytickych modelov, ktoré dokazu predikovat
P'udské reakcie na zéklade dostupnych dat. Technologie ako big data, senzory ¢i interaktivne
platformy umoZziuji zhromazdovanie obrovského mnoZzstva informécii o sprévani
pouzivatel'ov, ¢o otvara nové moznosti personalizacie sluzieb, optimalizacie obchodnych
procesov alebo predikcie trendov v spolocnosti. Napriklad v oblasti marketingu umozniuje
pochopenie voli¢ského spravania cielenejSiu komunikaciu a efektivnejSie rozhodovanie
spotrebitel'ov, zatial’ Co vo verejnej sprave modze podporit’ tvorbu politik prispésobenych
potrebam obcanov.

Na spolocenskej trovni skumanie spravania jednotlivcov aj kolektivov poskytuje
vzhl'ad do mechanizmov socidlnej interakcie, kultirnych preferencii a politickych
rozhodnuti. V dobe, ked su technologické platformy coraz viac integrované do
kazdodenného Zivota, je porozumenie spravania ludi nevyhnutné aj na ochranu
demokratickych procesov, predchadzanie manipuldcii ¢i regulaciu informacnych tokov.
Umoznuje identifikovat vzorce, ktoré vedi k pozitivnym aj negativnym socidlnym
dosledkom, napriklad Sireniu dezinformadcii alebo zvySovaniu dovery v institucie.

Dal§im aspektom je interdisciplinarny prinos skiimania voli¢ského spravania, ktoré
spaja psychologiu, sociologiu, informatiku a ekonomiku. Tym sa vytvara komplexny obraz
o 'udskom rozhodovani a interakcii s technologiami. Pre vyvoj umelej inteligencie je takyto
vzhl'ad nevyhnutny, pretoze umoziiuje navrhnit’ algoritmy citlivé na kontext, dynamiku a
heterogenitu 'udského spravania, ¢im sa zvySuje presnost’ predikcii a efektivita systémov.

V kone¢nom dosledku skumanie voli¢ského spravania sluzi nielen na praktické
aplikacie, ale aj na formovanie etickych a regulacnych ramcov. Poméha spolo¢nosti zvladat’
rizikd spojené s digitalizaciou a automatizaciou, pricom podporuje rozhodovanie zalozené
na datach a vedeckych poznatkoch. Takto sa vytvara rovnovdha medzi technologickym
pokrokom a spolocenskou zodpovednostou, ¢o je zdkladom udrzateIného rozvoja a
doveryhodnej interakcie medzi clovekom a technoldgiou.

Pozitivne aspekty vplyvu Al na voli¢ské spravanie spocivaju predovsetkym v jej
schopnosti spracovavat’ a analyzovat' obrovské mnoZzstvo dat. Politické subjekty mdzu
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vd’aka Al cielene oslovovat’ jednotlivé segmenty voliCov personalizovanymi kampaiiami,
¢im sa zvySuje relevancia poskytovanych informdcii. Volebné chatboty a interaktivne
platformy umoziuju volicom jednoduchsi pristup k programom kandidatov ¢i vysvetleniu
legislativnych navrhov, ¢im podporujt politickti gramotnost’. Al sa vyuziva aj na detekciu
dezinformacii a odhalovanie manipulativneho obsahu, ¢o méze prispiet’ k ochrane voli¢ov
pred systematickymi pokusmi o ovplyviovanie. V tychto pripadoch moze Al pdsobit’ ako
posilnujuci prvok obcianskej participacie a demokratickej kontroly.

Na druhej strane vSak existuje negativny vplyv Al na sprévanie volicov, ktory
vyvoléva zdvazné obavy odbornikov. Generativne modely st schopné vytvérat’ klamlivé
texty, obrazy ¢i videa (deepfakes), ktoré st pre bezného obc¢ana t'azko odliSiteIné od reality.
Manipulativny obsah tak moze formovat’ postoje, hodnoty a volebné rozhodnutia voli¢ov
spdsobom, ktory nie je zalozeny na faktoch, ale na emdcidch a zavadzajtcich narrativoch.
Mikrocielenie, teda personalizovana politickd reklama vyuzivajuca algoritmickll analyzu
spravania na socidlnych sietach, moze viest k posiliiovaniu informacnych bublin a
polarizacie spoloc¢nosti. To znamend, Ze voli¢i su vystavovani prevazne takému obsahu,
ktory potvrdzuje ich existujliice presvedCenia, ¢im sa oslabuje otvorena a pluralitna diskusia.

Osobitnym problémom je psychologicky vplyv umelej inteligencie na vnimanie
doveryhodnosti informacii. Ked’ze moderné Al systémy dokazu produkovat’ texty ¢i vizualy
s vysokou mierou presvedcivosti, Cast’ volicov mé tendenciu im verit’ viac nez tradiénym
médiam. Nedostatocna schopnost’ identifikovat’ manipulativny obsah sa pritom najcastejSie
spaja so starSou generdciou, niz§im vzdelanim alebo slabou digitdlnou gramotnost'ou. To
moze viest’ k rozdielnemu vplyvu Al na rdzne socialno-demografické skupiny voli¢ov, ¢im
sa prehlbuju socidlne nerovnosti vo volebnej participacii a informovanosti. Umela
inteligencia posobi na voli¢ské spravanie dvojsecne, teda modze prispiet k lepsej
informovanosti a angazovanosti ob¢anov, no rovnako predstavuje riziko manipulacie a
oslabovania demokratickych procesov. Buduci vyvoj bude zavisiet od miery regulécie,
schopnosti spolo¢nosti vyrovnat’ sa s technologickymi zmenami a od urovne mediélnej a
digitalnej gramotnosti obyvatel'stva.

V kontexte skupin voli¢ov si dovolime upozornit’ na starSiu generaciu v suvislosti s
vyuzivanim umelej inteligencie. StarSia generdcia predstavuje vyznamnu a Specifickt
skupinu voli¢ov, ktora ovplyviiuje kombinacia tradiénych a modernych informacnych
kanalov. V tematike vyuzitia umelej inteligencie pri predikcii spravania volicov je
nevyhnutné zohladnit’ Specifické charakteristiky tejto skupiny a rozdiely v pristupe k
technologiam a informacidm. Jednym z hlavnych faktorov je nizSia digitalizdcia a
obmedzeny pristup k novym technoldgiam. Star$i voli¢i vyuzivaja internet a socialne siete
menej intenzivne nez mladsie vekové skupiny a Casto sa pri ziskavani informacii spoliehaji
na tradi¢né médid, ako su televizia, radio ¢i tla¢. Dany rozdiel ma pri predikcii volebnych
trendov zésadny vyznam, pretoze analytické néstroje a algoritmy umelej inteligencie Casto
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vychéadzaju z digitalnych dat, ktoré odrazaju interakcie a spravanie online. Nasledne moze
byt’ presnost’ predikcie spravania starSich voliCov nizsia, ak sa nezohl'adnia tradi¢né zdroje
informacii. StarSia generdcia je zaroven zranitelnejSia voci dezinformaciam a
manipulaciam, kedZe moéze menej efektivne rozliSovat medzi doveryhodnymi a
neddveryhodnymi zdrojmi. Algoritmy strojového ucenia, ktoré analyzuji sentiment a
interakcie na socialnych siet’ach, tak nemusia tplne zachytit’ ich rozhodovacie vzorce, ¢o
predstavuje vyzvu pre vyskum verejnej mienky. Politické preferencie starSich voliCov sa
¢asto vyznacuju stabilitou a tradicnym presvedc¢enim, Co znamena, Ze ich spravanie je menej
volatilné nez u mladsich vekovych skupin. Modelovanie ich volebného spravania preto
vyZzaduje integraciu historickych volebnych dat a longitudindlnych trendov, nie iba
aktualnych digitalnych aktivit. Tym sa zvySuje presnost’ predikcii a umoznuje sa lepsie
pochopit’ vzorce spravania v dlhodobom horizonte. Etické a praktické otdzky zohravaju pri
analyze starSej generacie vyznamnu ulohu. Tito voli¢i Casto nemaji vedomosti ani
skusenosti s digitdlnym spracovanim dat, a preto je nevyhnutné reSpektovat’ ich sukromie a
zabezpecit’ etické hranice vyuzitia Al. Optiméalne modely kombinuji rézne zdroje dat-
prieskumy, tradicné média aj digitalne interakcie, ¢im sa zabezpecuje spolahlivost’ predikcii
bez naruSenia dovernosti jednotlivcov.

Predikcia l'udského spravania teda predstavuje jednu z najdynamickejSich oblasti
aplikacie umelej inteligencie, ktord spéja poznatky psychologie, sociologie, kognitivnych
vied a datovej analytiky. Hlavnym cielom je vytvorit modely schopné odhadnut, ako
jednotlivci alebo skupiny T'udi budu reagovat’ v rdznych situdciach, a tym umoznit’
efektivnejSie rozhodovanie a planovanie. V kontexte technologického vyvoja ide o zasadny
nastroj pre optimalizaciu systémov, personaliziciu sluzieb a predchadzanie rizikdm
spojenym s nepredvidatelnym spravanim pouzivatelov. Umeld inteligencia vyuziva na
predikciu spravania Siroké spektrum metdd a algoritmov. Medzi najrozSirenejSie patria
strojové ucenie, hlboké neurdnové siete a metddy posilnovacieho ucenia, ktoré dokazu
analyzovat’ velké mmnozstvo dat a identifikovat' vzory, ktoré su pre cCloveka casto
nepostrehnutel'né. Dané modely dokazu napriklad odhadnut pravdepodobnost’ nakupu
urcitého produktu, reakciu na politickli kampai alebo spravanie U¢astnikov v socidlnych
sietach. Kombin4cia historickych dat, socidlnych interakcii a individualnych preferencii
umoziuje vytvarat predikcie, ktoré s presnejSie a flexibilnejSie ako tradicné Statistické
metddy. Predikcia Tudského sprédvania pomocou umelej inteligencie prinaSa nielen
technologické inovacie, ale aj vyznamné uz spominané etické a spolocenské vyzvy.
Schopnost’” Al analyzovat’ obrovské mnozstvo dat a predikovat’ rozhodnutia jednotlivcov
alebo skupin vytvara potencidl na zlepSenie procesov, ale zaroven kladie doraz na ochranu
prav, zodpovednost’ a transparentnost’ v interakcii medzi ¢lovekom a technologiou. Jednou
z hlavnych etickych otdzok je ochrana osobnych udajov a stkromia. Al systémy casto
vyzaduju pristup k citlivym informécidm o spravani pouzivatelov, ich preferenciach,
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zdravotnom stave alebo politickych nazoroch. Nespravne vyuzitie alebo unik tychto dat
moze viest’ k naruseniu sukromia, stratdm dovery a potencidlnej manipulécii jednotlivcov.
Z toho dovodu je nevyhnutné zaviest’ mechanizmy anonymizacie dat, etické smernice pre
ich pouzivanie a prisne regulacie v sulade s legislativou.

1.2 Empiricka ¢ast’- umela inteligencia a formovanie volebnych preferencii

Na overenie stanovenej hypotézy, ktora uvadzame v uvode bol realizovany
dotaznikovy prieskum, ktorého hlavnym zdmerom bolo zistit, ako obcania SR vnimaja
obsah vytvoreny alebo sprostredkovany umelou inteligenciou v online prostredi a aky ma
tento obsah potencialny vplyv na formovanie ich postojov a volebnych preferencii.
Vyskumnu vzorku tvorilo 109 respondentov vo veku od 18 do 65 rokov. Pri vybere vzorky
sa uplatnil kvotny vyber, pricom boli zohl'adnené zakladné demografické charakteristiky a
to pohlavie, vek a velkost miesta bydliska. Zastipenie muzov a zien bolo relativne
vyrovnané (54 % zeny, 46 % muzi). Z hl'adiska vzdelania dominovali respondenti so
stredoSkolskym vzdelanim s maturitou (44 %), nasledovani vysokoskolsky vzdelanymi (31
%) a osobami so stredoSkolskym vzdelanim bez maturity alebo niz§im (25 %). Prieskum bol
uskuto¢neny formou online dotaznika distribuovaného prostrednictvom socidlnych sieti a
univerzitnych komunika¢nych kanalov v obdobi od 9.januara do 9.februara 2025.
Respondenti boli informovani o anonymite a dobrovolnosti Gcasti. Dotaznik obsahoval 7
otazok, ktoré boli zostavené tak, aby zachytili mieru kontaktu obCanov s obsahom
vytvorenym umelou inteligenciou, Groven dovery k takémuto obsahu a deklarovany vplyv
na ich nazory a volebné preferencie.

Uvodné otazky dotaznika sa zameriavali na identifikéciu miery expozicie respondentov
voc¢i obsahu vytvorenému alebo upravenému pomocou umelej inteligencie. Respondenti
boli vyzvani, aby zhodnotili, ¢i si v poslednom roku vSimli takyto obsah a do akej miery
boli schopni ho rozpoznat’. Nésledne bol skimany kontext, v ktorom sa s Al generovanym
obsahom stretavali najcastejSie, pricom osobitna pozornost’ sa venovala politickému obsahu,
reklame a zdbavnym formatom. Prva Cast’ umoznila identifikovat’' dominantné oblasti, v
ktorych sa umeléd inteligencia v informa¢nom priestore prejavuje.

Dalsi okruh otazok bol zamerany na déveru respondentov v informacie vytvorené
pomocou umelej inteligencie. Respondenti hodnotili mieru svojej dovery v takyto obsah, ¢o
poskytlo délezity indikator vnimania jeho kredibility a potencialneho vplyvu na utvaranie
nazorov. Tato dimenzia bola néasledne prepojend s otdzkami zameranymi na subjektivne
vnimanie vplyvu Al generovaného obsahu na politické postoje jednotlivcov.

Vyznamna cast dotaznika sa venovala hodnoteniu SirSich spolocenskych dopadov
umelej inteligencie. Respondenti posudzovali, do akej miery je podl'a nich Al generovany
obsah schopny ovplyviiovat’ volebné rozhodovanie obcanov ako celku, ¢im sa zist'ovalo
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vnimanie jeho kolektivneho ti¢inku na verejnii mienku. V nadvéznosti na to bola skiimana
aj reakcia respondentov na konkrétne vyuzitie nastrojov umelej inteligencie v politickych
kampaniach, napriklad prostrednictvom chatbotov alebo deepfake videi, a ich potencidlny
vplyv na ochotu volit’ dany politicky subjekt.

Zaverecna otazka dotaznika sa sustredila na normativne hodnotenie umelej inteligencie
z pohl'adu demokracie. Respondenti vyjadrovali, ¢i vnimaju Sirenie Al generovaného
obsahu ako hrozbu pre demokratické procesy, ¢o umoznilo zachytit' celkové hodnotové
nastavenie verejnosti vo vztahu k technologickym zmenam v politickej komunikacii.

Vysledky dotaznikového prieskumu dokézali, Ze az 70 % respondentov sa v priebehu
posledného roka stretlo s obsahom vytvorenym alebo upravenym umelou inteligenciou,
pri¢om najcastejsie i8lo o zdbavny a reklamny obsah, no 24 % respondentov identifikovalo
aj jeho vyuzitie v politickej komunikacii. Urovent dovery k takémuto obsahu je nizka ,
pretoze az 61 % uviedlo, ze skor neddveruji informacidm vytvorenym umelou inteligenciou
a 19 % dokonca vobec neddveruje. Na druhej strane, 46 % respondentov priznalo, ze Al
obsah méze do urcitej miery ovplyvnit’ ich postoje k politickym otdzkam, a az 71 % je
presvedcenych, Zze moze ovplyvnit’ volebné spravanie obcanov vSeobecne. To naznacuje, Ze
hoci jednotlivei maju tendenciu subjektivne podceiiovat’ vlastni zranitelnost, zaroven
pripustaji vyznamny vplyv na spolocnost’ ako celok. Zaujimavym zistenim je, Ze 32 %
respondentov by znizilo svoju ochotu volit’ stranu, ktord pouziva Al néstroje v kampani,
zatial’ ¢o len 11 % by ju zvysilo. To poukazuje na isti nedéveru obcanov voci vyuzivaniu
umelej inteligencie v politickom marketingu ( vid’. obr.¢.1).
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Obrazok 1:

Vysledky dotaznikového prieskumu (N=109)

Kontakt s Al obsahom (ano)

Kontakt s Al obsahom v politike

Skor/vobec nedoveruje Al obsahu

Pripusta vplyv Al na vlastné postoje

Priplsta vplyv Al na spolo¢nost

Ochota volit stranu s Al kampanou (znizena)

Ochota volit stranu s Al kampanou (zvysena)

0 10 20 30 40 50 60 70 80
Percento respondentov (%)

Zdroj: ( spracovanie autorom)

V zhrnuti konStatujeme, Ze empirické zistenia potvrdzuju, Zze umeld inteligencia
predstavuje vyznamny determinant verejnej mienky v digitdlnom prostredi a potvrdzujeme
nami stanovenu hypotézu. Jej vplyv sa prejavuje najméa prostrednictvom algoritmického
Sirenia obsahu a personalizdcie informdcii. Tieto mechanizmy sice zvySuju efektivitu
komunikacie, no zaroven vytvaraju rizika pre pluralitu ndzorov a kvalitu verejnej diskusie.

Na zéklade zisteni je mozné formulovat’ niekol’ko odporti¢ani pre prax:

o Transparentnost pri pouzivani Al v politike: politické subjekty by mali jasne
oznacovat’ obsah vytvoreny umelou inteligenciou. Skrytd manipuldcia mdze vyrazne
podkopat’ doveru obcanov, zatial ¢o otvoreny pristup moze minimalizovat negativne
vnimanie.

* Vzdelavanie a medialna gramotnost: Vysledky ukazuju, ze ludia si casto
neuvedomuju, ako moézu byt sami ovplyvneni. Posilfiovanie medidlnej a digitalnej
gramotnosti obfanov by mohlo pomdct’ kriticky hodnotit’ online obsah a odhal'ovat
manipulativne prvky.
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» Eticke a legislativne ramce: potrebné je doplnit’ reguléciu politickej komunikacie o
pravidla pouzivania umelej inteligencie, podobne ako sa uz reguluje financovanie kampani
alebo vysielaci ¢as v médiach.

* Posilnenie nezavislych overovatelov faktov: vzhl'adom na nizku déveru k Al obsahu
je dolezité podporovat’ nezéavislé iniciativy, ktoré dokazu rychlo a efektivne overovat
pravost materidlov (najmé videi a obrazkov).

* Podpora autentickej komunikdcie: politické subjekty by nemali stavat’ svoju
stratégiu len na Al generovanom obsahu. Vysledky naznacuju, Ze obcania ocefuju
autenticky, osobny kontakt, a preto by mala byt Al len doplnkovym nastrojom, nie ndhradou
I'udskej komunikécie.

Povazujeme za doélezité podotknut, ze aj ked empiricky vyskum poskytol cenné
poznatky, je potrebné poukdzat’ na jeho limity. Dotaznikovd metdéda zachytdva
predovsetkym subjektivne vnimanie respondentov a nemusi plne odrazat’ redlne spravanie
v online prostredi. Buduci vyskum by preto mal kombinovat’ kvantitativne a kvalitativne
metody, napriklad experimentalne dizajny alebo analyzu digitalnych stép. Dalsim smerom
vyskumu moéze byt porovnanie vplyvu umelej inteligencie na verejnii mienku v r6znych
kultirnych a politickych kontextoch, ¢o by umoznilo identifikovat’ Specifické faktory
ovplyvilujiice mieru jej posobenia.

ZAVER

V zhrnuti konS$tatujeme, Ze umeld inteligencia disponuje viacerymi funkciami, ktoré
dokdzu prispiet’ k modernizacii volebnych procesov a zvyseniu ich efektivnosti. V prvom
rade sa ukazuje ako mimoriadne U€¢inny néstroj pri analyze dat. Volebné kampane produkujt
obrovské mnozstvo informacii o preferenciach, spravani a demografickych
charakteristikach voliCov. Tradi¢né metddy politického marketingu a prieskumov verejnej
mienky nie si schopné v plnej miere spracovat’ tieto data v redlnom cCase. Algoritmy umele;j
inteligencie vSak dokazu analyzovat data zo socidlnych sieti, online diskusii ¢i
vyhl'addvacich trendov a vytvarat modely, ktoré poskytuji detailny obraz o ndladach v
spolo¢nosti.

Personalizacia politickej komunikacie je d’alsSim spdsobom, akym umelé inteligencia
pomaha volebnym procesom. Politické subjekty mozu vyuzivat algoritmy na prispdsobenie
obsahu sprav Specifickym skupindm voliCov. Vdaka tomu je mozné zvySovat mieru
participacie ob¢anov, oslovovat’ pasivnych voliCov a znizovat’ bariéry medzi politickymi
elitami a verejnostou. V niektorych pripadoch moze Al prispiet’ aj k inkluzivnosti volieb,
napriklad prostrednictvom ndstrojov, ktoré umoznuju pristup k informaciam l'ud'om so
zdravotnym znevyhodnenim.
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Napriek vyssie uvedenym prinosom je potrebné upozornit’ na zdvazné rizika, ktoré
umeld inteligencia prindsa pre integritu volebnych procesov. Najvacsiu hrozbu predstavuje
jej schopnost’ generovat’ manipulativny obsah. Deepfake technologia umoziuje vytvarat
realistické, no Uplne falo$né vided ¢i zvukové zaznamy, ktoré moézu diskreditovat
politickych aktérov alebo Sirit’ nepravdivé informécie. V predvolebnom obdobi maju tieto
technologie obrovsky potencial destabilizovat’ verejnii mienku, pretoze voli€ nie je schopny
rozoznat’ autenticky obsah od zmanipulovaného.

Okrem deepfake je problematické aj vyuzivanie umelej inteligencie na Sirenie
faloSnych sprav prostrednictvom automatizovanych botov. Tieto ucty dokazu masovo
produkovat’ obsah, ktory ovplyviiuje algoritmy socialnych sieti a postiva manipulativne
prispevky do informa¢ného centra pozornosti. Vysledkom je vytvaranie informacnych
bublin a posiliiovanie polarizacie spolo¢nosti. Vyskumy potvrdzujl, Ze takéto kampane
modzu priamo ovplyvnit' volebné vysledky, najmid v prostredi, kde je vysoky podiel
nerozhodnutych voli¢ov.

Riziko pre demokraciu spociva aj v tom, ze umeld inteligencia umoziuje tzv.
mikrocielenie, teda doruCovanie extrémne personalizovanych politickych posolstiev
jednotlivcom na zéklade detailnych dat o ich spravani. Takyto pristup oslabuje princip
spolo¢ného verejného diskurzu a vedie k fragmentécii voli¢skej zakladne. Volici dostavaja
odlisné, casto protichodné informacie, Co stazuje raciondlnu diskusiu a zvySuje
pravdepodobnost’ Sirenia radikalnych ¢i extrémistickych postojov.

Vzhl'adom na vysSie uvedené rizikd je otazka regulacie umelej inteligencie v politickej
komunikécii nevyhnutna. Umeld inteligencia predstavuje pre volebné procesy vyzvu aj
prilezitost’. Aby jej potencial posiliiovat’ demokraciu prevazil nad rizikami, je potrebné
uplatnit’ viacero opatreni. Na Urovni technickej je dolezité rozvijat nastroje na detekciu
deepfake obsahu a zlepSovat fact-checkingové sluzby. Zarovenn je nutné podporovat
digitalnu gramotnost’ obyvatel’stva, aby obcania dokazali kriticky hodnotit’ informadcie, ktoré
sa k nim dostavaju. Politicki aktéri a technologické platformy by mali prevziat
zodpovednost’ za transparentné oznaCovanie obsahu generovaného Al a vyhnut sa
neetickym formam mikrocielenia.

Na trovni legislativy je potrebné harmonizovat' pravidla v ramci EU a zarovei
podporovat’ medzindrodnu spolupracu, pretoze online priestor presahuje hranice
jednotlivych Statov. Rovnako ddlezité je zapojenie obcianskej spoloc¢nosti a médii do
diskusie o regulacii, aby sa zabezpecilo, ze pravidla budu reflektovat’ pluralitu nazorov a
chranit’ demokratické hodnoty.

Nas vyskum dokazal, ze ob¢ania Slovenska si uvedomuju rizika spojené s vyuzivanim
umelej inteligencie v politickej komunikacii a vo vécsSine pripadov k nej pristupuju s
neddverou. Zaroven vSak pripistaju, Ze tento obsah moze mat’ vyrazny vplyv na spolocnost’
ako celok. To znamend, Zze umeld inteligencia predstavuje redlny faktor ovplyviiovania

216



verejnej mienky, ktory by mal byt predmetom systematickej reguldcie, otvorenej
komunikacie zo strany politickych subjektov a vzdeldvacich iniciativ smerujicich k
posilneniu kritického myslenia ob¢anov. Prispevok zdoraznuje potrebu interdisciplinarneho
pristupu a pokracujucej vedeckej diskusie, ktora je nevyhnutna pre udrzanie kvality
demokratickych procesov v ére umelej inteligencie.
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IMPLEMENTACIA UMELEJ INTELIGENCIE DO STRUKTUR
VEREJNEJ SPRAVY A AKTUALNY STAV V SLOVENSKEJ
REPUBLIKE

Richard VEJO

Abstrakt: Prispevok sa zameriava na moznosti vyuzitia a implementdcie umelej inteligencie
do Struktur verejnej spravy v prostredi Slovenskej republiky. Umela inteligencia (Al), je
dnes najrychlejsie rastucim odvetvim, ktoré zohrava klucovu ulohu v rozvoji nie len
sukromného, ale aj verejneho sektora. VyuZitie systémov Al v oblasti verejnej spravy je dnes
nevyhnutnym na zefektivnenie poskytovania sluzieb, zabezpecenie efektivnosti procesov
a zabezpecenie hospoddarnosti pri vyuzivani zdrojov. Hlavnym cielom prispevku je zhodnotit
uz zavedené projekty s Al vo verejnej sprave so zameranim na Stdatnu spravu, a identifikovat
problematické oblasti, ktoré implementaciu inteligentnych systémov spomaluju. Prispevok
sa zameriava na vytycenie pojmu Al a systémov Al, moznosti vyuZitia Al vo verejnej sprdave
v podobe vyhod, ktoré prindsaju. Zaroven vsak opisuje aj mozné rizikd, ktoré je nutné pri
implementdcii tychto systémov riesit. V prispevku poukazujeme aj na priklady dobrej praxe
z okolitych krajin v roznych oblastiach verejnej spravy. Najpodstatnejsou castou prispevku
Jje analyza stratégii, ktoré maju Slovensku pomoct dosiahnut’ europskej urovne digitalizacie
a zaroven zhodnotenie aktualneho stavu a projektov.

KUlucové slova: umela inteligencia, verejna sprava, digitalna transformécia, strojové ucenie

Abstract: The paper examines the opportunities for deploying and integrating artificial
intelligence (Al) into the structures of public administration in the Slovak Republic. Al is
among the fastest-growing domains, shaping progress across both the private and public
sectors. In the public sphere, Al systems are increasingly essential for streamlining service
delivery, improving process efficiency, and ensuring economical use of public resources.
The primary objective is to evaluate Al projects already implemented in state administration
and to identify bottlenecks that slow the adoption of intelligent systems. The paper delineates
the concept of Al and Al systems, outlines the principal public-sector use cases and their
benefits, and, in parallel, discusses implementation risks that require careful governance. It
also presents selected cases of good practice from neighboring countries across multiple
areas of public administration. The core contribution is an analysis of national strategies
intended to bring Slovakia to the European level of digitalization, accompanied by an
assessment of the current situation and portfolio of projects.

Keywords: artificial intelligence, public administration, digital transformation, machine
learning

219



Uvod

Umeld inteligencia je dnes vysoko diskutovanou témou, ktord rezonuje vSetkymi
spektrami spolo¢nosti. Diskusia o jej vyuziti, moznostiach a d’alSom vyskume narastd nie
len v akademickom, ale aj medidlnom a sikromnom sektore. Spolu s vyraznym posunom
strojového ucenia, systémov a hardvéru mozno hovorit’ o Stvrtej priemyselnej revolucii, ako
sa Casto v literatiire uvadza. Spolu s témou moZznosti rozvoja spolocnosti, vyroby, zlepSenia
vzdelavacieho procesu a mnozstvom inych tém vsak urcita ¢ast’ spolo¢nosti vyjadruje obavy
ohl'adom nadmerného pouzivania umelej inteligencie ajej rizik. Tie st Casto spojené
s automatizaciou vyroby, ¢o vedie k zniZovaniu stavov zamestnancov a d’al§im negativnym
javom. Zarovenl ma vSak umeld inteligencia nesmierny potencial vyuzitelnosti v nasej
spolo¢nosti, ktory doposial nebol plne aplikovany a mozno ani objaveny. Zakladnou
otazkou vSak ostava, ¢i by tento vydobytok modernej doby, ktory je odrazom
technologického boomu v oblasti vedy a techniky mal byt’ aplikovany aj na urovni Statnych
a samospravnych Struktar. Verejna sprava je vykonavatel'om verejnej moci, priCom jednym
z jej zékladov je konat’ efektivne. Prave aplikovanie umelej inteligencie a jej néstrojov je
moznym rieSenim, ktoré¢ by v ramci verejnej spravy a jej Struktur mohlo prispiet, nie len
k zefektivneniu procesov, ale aj zvySovaniu kvality Zivota obcanov a hospodarnejSiemu
narabaniu s verejnymi zdrojmi. V kone¢nom dosledku mozno umelt inteligenciu hodnotit’
ako nastroj, ktory nevyhnutne ovplyvni do budiicna vyvoj spolocnosti, ale aj ako nastroj
pomoci a rozsirovania moznosti pre sukromny, ale aj verejny sektor.

Teoretické vychodiska umelej inteligencie a jej definicie

Zakladom pre pochopenie Al (artifical inteligence), ktort u nés v preklade nazyvame
umeld inteligencia (UI), je vymedzenie si tohto pojmu a pohlad na to, Co vobec takato
inteligencia dokaze a ako funguje. Dnes, ako je tomu pri mnohych inych vednych
disciplinach, ani Al nema svoju jednotnt definiciu, ktora by v sebe zhrnula jej vel'mi Sirokt
problematiku a uplatnenie. Ako uvadza Nilsson (2010), Al dodnes chyba vSeobecne prijata
definicia, no kazdy kto s flou pracuje vie vytvorit’ svoju vlastni. On sam chéape Al ako
¢innost’, ktorej zdmerom je vytvorit’ inteligentné stroje, priCom pod pojmom inteligencia,
ktora ma byt tymto strojom ¢i entitdm dana, ma na mysli vlastnost’, ktora entite umoziuje
primeranym spdsobom a so zna¢nou predvidavost’ou fungovat’ v prostredi, kde sa nachéadza.
Inteligenciou pritom oplyvaja rozli¢né entity od zvierat pod 'udské bytosti, ako aj stroje.
Tym mozno tento pojem roz¢lenit’ na SirSie kontinuum, ¢im nastava otazka kedy je umeld
inteligencia vazne inteligentnou. Primerané a predvidavé fungovanie vo svojom prostredi
zavisi od odlisnych schopnosti takejto inteligencie, ¢im vznikd pomerné Siroké chapanie
toho ¢o vobec Al tvori. Problematiku definovania Al podporuje aj Calo (2017), ktory
povazuje najvhodnejSie chapat’ Al ako subor technik, ktoré¢ su zamerané na aproximaciu
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kognitivnych funkecii I'udi ¢i zivo¢isnej kognicie a niektorych jej aspektov, prostrednictvom
strojov. Teoretici, ktory sa zaoberali touto problematikou v minulosti povazovali
symbolické systémy a usporiadanie symbolov abstraktného charakteru pomocou logickych
pravidiel za najviac vhodnejSiu cestu ako vytvorit’ pocitace a systémy s mysl'ou. Tento
pristup vSak nedosahoval Zelané¢ vysledky, ¢im sa zafala obracat pozornost na rozne
moznosti myslenia entit pomocou analyzy a manipuldcie redlnych dat, ¢o viedlo
k zvladnutiu Specifickych domén ako preklad reci ¢i hranie Sachu. Dne$né vyskumy Al
vyuzivaju rézne techniky, ktoré pramenia z rozli¢nych metod.

Ako uz bolo uvedené, velkou snahou vyskumnikov pri tejto vednej discipline je
dosiahnutie urcitej schopnosti entit vykazovat’ kogniciu. Ako uvadzaju Russel a Norwig
(2016), nds druh, homo sapiens, sa tisicroCia snazi o pochopenie vlastnej inteligencie
a sposobu akym premysl'ame a vnimame. Umeld inteligencia v tomto smere zachadza este
d’alej, kedy sa neusiluje iba porozumiet’ inteligencii, ale inteligenciu vkladat’ do vytvorenych
entit, pricom zakladnym predpokladom je to, ¢o od takejto inteligencie oCakédvame. Vo
svojej knihe uvadzaju 8 moznych definicii umelej inteligencie, ktoré st odvodené od
ocakévani toho, ¢o chceme od danej entity, ktorej bola inteligencia vlozena. Na zaklade
poziadavky na Al vznikli 4 pristupy k ne;j:

- mysliaca/uvazujtca ako ¢lovek,
- spravajuca sa ako Clovek,

- mysliaca racionalne,

- chovajuca sa raciondlne.

Pri¢om podl’a autorov, kazdy z pristupov mozno chéapat’ a skimat’ inymi sposobmi. Pri
Al chovajucej sa ako ¢lovek je vychodiskovym bodom Turningov test, ktory nesie meno po
svojom autorovi. Tento test mal poskytnut’ uspokojivli operativnu definiciu inteligencie. Pri
tomto teste mal pocita¢ odpovedat’ na otazky dovtedy, kym nebolo mozné rozoznat’ ¢i ide
o odpoved’ pocitacu alebo l'udskej bytosti. Pri pristupe mysliaca/uvazujica ako ¢lovek, je
zakladnym predpokladom zistit' ako uvazuju Pudia. Cim vyvstava nutnost’ nahliadnut’ do
fungovania l'udskej mysle sposobmi ako introspekcia, psychologické experimenty ¢i
zobrazovanim mozgu. Cim je moZno vytvorit' tedriu mysle, ktori mozno vyjadrit’ ako
program. Pri pristupe myslenia raciondlne sa odrazame od logiky a logického myslenia,
ktorych zadkladom je urcenie spravnych premis veducich k spravnym zaverom. Ich vloZenie
do Al funguje systémom logickej notécie, ktora vSak dodnes eviduje prekazky napriklad
v podobe zacyklenia. Prekazky vznikaju hlavne z dovodu problémov prevedenia
neformalnych poznatkov do formdlneho jazyka a problematikou rieSenia problémov ,,v
principe® a jeho rieSenim v praxi. Poslednym pristupom je Al chovajuca sa raciondlne, tu
zohréava dolezita ulohu tzv. agent, od ktorého sa oakava autonémne fungovanie, vnimanie
svojho prostredia a prisposobovanie sa zmenam. Agent konajici raciondlne by mal
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zabezpecit’ dosiahnutie najlepSieho vysledku, pri neistom prostredi najlepSieho o¢akavaného
vysledku. Pri tomto pristupe ja doraz kladeny na usudzovanie (inferencie), ktorych
spravnost’ je predpokladom na vyvodzovania raciondlneho konania.

Pri pojme umeld inteligencia nastava problém definicie samotnej inteligencie. Tento
pojem je ¢i uz je to ul'udi alebo strojoch nejasny. Preto vyskumnici zaoberajuci sa Al
pouzivaju skor pojem racionalita. Ten ako uz bolo spomenuté, je zalozeny na systéme, ktory
je schopny volby najlepSicho mozného postupu, ktorym sa zabezpeci dosiahnutie
stanoveného ciel'a. Racionalnost’ vSak nemozno zamienat’ s pojmom inteligencia, no tvori
jeho podstatnll, imanentn Cast. Raciondlne chovanie sa systému s Al je odvodené od
vnimania prostredia, v ktorom systém existuje aje dontho nasadeny. Systém vnima
prostredie, zhromazd'uje a interpretuje udaje, ktoré spracovava a odvodenim tymto tidajov
rozhoduje o najlepsej akcii ¢i opatreni, ktoré by mal realizovat’ (MIRRI 2020). Nemene;j
dolezita je aj otdzka na akom principe umela inteligencia funguje.

IBM (2026), definuje umelu inteligenciu ako technologiu, ktora I'udské myslenie,
ucenie, rieSenie problémov arozhodovanie ako aj iné Cinnosti umoziuje simulovat
pocitacom a strojom. Zariadenia, ale aj aplikdcie vybavené umelou inteligenciou vedia
objekty identifikovat’ a vidiet'. TaktieZ vedia rozumiet’ 'udskej re¢i a dok4azu na fiu reagovat’,
vedia sa prispdsobit’ a ucit’ sa z novych informacii a skisenosti. Od roku 2024 sa do popredia
dostava hlavne generativna Al. Dnes je zdkladom pre Al a jej fungovanie strojové ucenie
(Machine learning — ML). ML je podmnoZinou umelej inteligencie, ktora sa zameriava na
algoritmy. Tieto algoritmy sa dokazu ucit’ vzory a nasledne robit’ zavery o novych datach.
Schopnost’ u¢enia vzorov na datach nasledne umoziuje robit’ rozhodnutia alebo predpovede,
bez pevne zadanych pokynov. Dnes je ML dominantnym v umelej inteligencii a tvori
zékladny pilier vi¢iny systémov Al, ktoré si vyuzivané. Ci uz sa jedna o prognostické
modely, generativne nastroje &i autonémne stroje (IBM 2026a). Casto vyuZivanym
pristupom pre fungovanie Al s aj neurénové siete, ktoré¢ su taktiez zakladnou zlozkou
umelej inteligencie. Neurdnoveé siete su inSpirované funkciou a Struktirou l'udského mozgu.
Jedna sa o vypoctové modely zalozené na viacvrstvovom zoskupeni neurénov, ako je tomu
pri biologickom mozgu. Kazdy takto vytvoreny umely neurén preberd vstup, nasledne na
flom vykond operaciu matematického charakteru, ¢im vytvori vystup. Tento vystup sa
nasledne skrz rychle paralelne prenaSanie dostava do d’alSich vrstiev neurénov. Pocas tohto
tréningu si siet’ upravuje silu spojeni medzi jednotlivymi neurénmi a to na zaklade prikladov
v udajoch, ¢im dand neurénova siet’ rozpoznava vzory, ¢o jej umoziuje robit’ predpovede
ariesit zadané problémy. Dnes za najviac vyuzivany arevolucny typ Al povazujeme
generativnu Al, ako uz bolo spomenuté, ktord ma schopnosti pomocou hlbokého ucenia
a zakladov na velkych jazykovych modeloch (LM) vytvarat’ uplné novy obsah, ktory ma
podobu obrazkov, zvuku, kodu ¢i videi (SAP 2026).
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Pri skimani Al je nutné uvedomit’ si, Ze systémy ktoré st na nej zaloZzené moézu mat’
viacero podob. Niektoré su postavené Cisto na softvérovom charaktere a moézu pdsobit’ vo
virtualnom svete, takymito st dnes najma rézne modely Al ako ChatGPT ¢i Gemini, ale aj
rozny hlasovy asistenti, systémy rozpoznania tvare a iné. Tieto systémy vSak mdzu byt
zabudované aj do hardvérovych zariadeni, pod ktorymi si mozno predstavit' roboty,
autonémne vozidla ¢i drony (Eurdpska komisia 2018).

Definiciu Al prijala aj Eurdpska unia, a to v Akte o umelej inteligencii (Nariadenie
Eurépskeho parlamentu arady (EU) 2024/1689). T4 definuje AI ako systém, ktory je
strojovo zaloZzeny a navrhnuty tak, aby fungoval na réznych Grovniach autonémie. Tento
systém by mal po nasadeni vykazovat’ adaptabilitu a odvodzovat’ generovanie vystupov na
zaklade prijatych vstupov a explicitnych ¢i implicitnych ciel'ov. Pod vystupmi si mozno
predstavit’ predikcie, obsah, odporti¢ania ¢i rozhodnutia, ktoré mézu ovplyviiovat’ fyzické
aj virtualne prostredie. Jedna sa o systémy vykazujuce inteligentné spravanie na zaklade
analyzy okolité¢ho prostredia podnikaji kroky na dosiahnutie cielov na baze samostatnosti.
OECD (2024), taktiez zadefinovala Al pre potreby svojej prace, podla ich definicie je
systétm Al strojovo zalozeny systém, ktor¢ho implicitné a explicitné ciele, zaloZené na
prijatych vstupoch s predpokladom ako generovat’ vystup. Pricom rdzne systémy Al sa
lisia pri nasadeni, a to ako troviiou autonomie tak mierou adaptivnosti. Obe definicie EU aj
OECD su v podstate zhodnymi.

Santavy (2023), kladie na systémy, ktoré oznadujeme ako umelu inteligenciu dva
naroky. Prvym je autonémnost’, teda schopnost’ konat’ samostatne. Autonémnost’ by sa pri
Al mala vyznacCovat schopnostou systému vykonavat jednotlivé ulohy v komplexnom
prostredi, a to bez nepretrzit¢ho vedenia pouzivatelom. Druhym narokom je adaptivnost’
ako schopnost’ prispdsobenia sa a zlepSovania vykonu pomocou ucenia sa z nadobudnutych
skusenosti.

Ako mozno vycitat zroéznych definicii Al, ktoré jednotlivy autori a insStituciu
prezentuju, Al by mala vykazovat’ urcité kI'aCové prvky. Tieto prvky ju odliSuji od inych
systémov, ktoré si napriklad vopred naprogramované, aby pri ur€itom pokyne vykonali
ulohu, ktort im niekto preddefinoval. Prvkami Al, ktoré mozno identifikovat v kazdej
definicii je hlavne autonomnost’ tohto systému, kedy Al dokaZze operovat’ samostatne, a to
v roznej miere, ¢im sa li§i od systémov s vopred skriptovanymi prikazmi. Dolezitym
prvkom, ktory odliSuje Al je aj adaptivnost, pod ktorou chdpeme neustale zlepSovanie sa
systému na zaklade sktisenosti a dat. S tym je uzko prepojené vnimanie vstupov a tvorba
vystupov, ktoré st vytvorené na zaklade urcitych ciel'ov.
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MOZNOSTI VYUZITIA UMELEJ INTELIGENCIE A JEJ IMPLEMENTACIE
VO VEREJNEJ SPRAVE

Umelé inteligencia, jej vyskum, implementécia do r6znych oblasti zivota, ale aj vyvoj
pokrocilejSich modelov dnes mozno povazovat’ za jednu z najrychlejSie, priam raketovo
rastacich oblasti. V 21. storo¢i zatial’ neexistuje oblast, ktora by zazila tak vel’ky, ale najma
rychly vyvoj, o ktory sa zaujima ako verejny, tak sukromny sektor. Umelu inteligenciu
mozno dnes povazovat za jeden znajzasadnejSich, a zaroven prelomovych vedecko-
technickych vyndlezov, s potencidlom menit” vyrobné procesy, sluzby aj spoloc¢enské
inStitacie naprie¢ odvetviami. Uz samotné OECD (2026), konStatuje potencial Al, najméa
vrieSeni zlozitych vyziev, ktoré st odrazom cCoraz rychlejSie meniacej sa socialno-
ekonomickej situdcie vo svete. Al je néstrojom, ktorym mozno dosiahnut zlepSenie
v oblastiach ako Skolstvo, zdravotna starostlivost’ ¢i prijat’ opatrenia v oblasti klimy.
Zaroven vSak OECD deklaruje aj nutni opatrnost’ pri tychto systémoch, ato hlavne
z dovodov ohrozenia sukromia, kybernetickej bezpecnosti a mozného narusenia l'udske;j
autondmie. Preto je popri vyvoji a nasadzovaniu Al do réznych odvetvi nutna aj efektivita
riadenia spojend s regulaénymi opatreniami a nastavovanim verejnych politik.

Al mozZe dnes riesit’ Siroké spektrum problémov, od navrhovania vakcin, cielenia
pomoci verejnych sluzieb ¢i rieSenia problémov pri dodavatel'skych retazcoch. Dnes pri
doslovnom rozmachu tejto technologie vedia systémy Al vytvarat’ expertizy, ktoré vedia
pomdct odbornikom a pracovnikom v takmer vSetkych odvetviach. Prijatie Al, a najma
generativnej Al, by mohlo v budtcnosti zna¢ne rozsirit' pristup k novym moznostiam
a schopnostiam. Znova je vSak v otazke zavadzania Al pri jednotlivych procesoch nutné
zvazit mnohé rizik4, ktoré zjej pouzivania vyplyvaji. Tymi moézu byt zhorSena
spravodlivost, GDPR, narodna bezpecnost’, ekonomickéd nestabilita, zlovol'né pouzitie
a mnoh¢ d’alSie. Preto je dolezité pri implementacii Al nastavit’ jasné ramce jej vyuzitia
(McKinsey 2024).

OECD (2019), vo svojej sprave vytycCilo viacero oblasti, ktoré za pomoci Al mozno
zlepsit a dospiet v nich k pokroku. Ci uZ sa jedna o polnohospodarstvo v podobe
monitoringu plodin a sledovania stavu pody. V zdravotnictve, kde by pomocou Al mohli
prediktivne modely vyhodnotit’ stav pacienta a podat’ doktorom report, ale aj v oblasti
bezpecnosti, to najmi digitdlnej bezpecnosti, v podobe detekcii anomalii a zranitelnosti
systétmu. Nemenej dolezita je aj aplikdcia Al vo verejnom sektore a jeho institaciach. Vo
verejnom sektore by mohlo pouzite tejto technoldgie prispiet’ k navrhovaniu politik,
zlepSeniu poskytovania sluzieb ob¢anom a podnikom, ale aj kontrolu nad spravou verejnych
zdrojov.

Svoj plan pre aplikovanie Al do viacerych odvetvi ma aj Europska tnia, ktora
predstavila ako stratégiu apply AL tak aj Akény plan pre kontinentalnu Al EU chce byt
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lidrom v Al, ¢im zvysi ako konkurencieschopnost’ strategickych sektorov, tak zaroven
posilni technologickt suverenitu. Zakladom je vybudovanie technickej infrastruktury, ktora
ma slazit’ na trénovanie a dolad’ovanie modelov, ktoré vyskumnici budt vyvijat’ vo tzv. Al
factories. Ako d’alsi ciel’ si EU stanovila integraciu vypoctového vykonu do datovych
centier, ktoré by mali podporovat’ vedecku spolupracu (Eurdpska komisia 2025). Vsetky
tieto kroky, ako aj mnohé d’aliie by mali poméct’ k implementacii Al v krajinach EU, ako
aj implementécii Al do verejnej spravy. Dnes uz na izemi EU evidujeme mnoho pripadov
vyuzitia Al vo verejnej sprave, ktoré ma mnoho podob.

Dolezitou otazkou vSak ostava ¢i je Al do verejnej spravy vobec mozné aplikovat’,
odpoved’ na tito otazku je vel'mi l'ahka, a to 4no. Al totiz tak ako v sikromnom sektore aj
v tom verejnom moze pomahat’ s roznymi ulohami, ale aj zvySeniu efektivity jednotlivych
vykonavatel'ov verejnej moci. Zaroven obohatenie o tieto systémy institicii verejnej spravy
moze dopomdct’ ako k efektivite v konani, tak aj tispore verejny prostriedkov, ¢im mozno
naplnit’ predpoklad Ze verejna sprava by mala konat’ hospodéarne. Vel'kym problémom dnes
moZzno ani nie je tak otdzka ako aplikovat jednotlivé systémy Al, ale skor otazka zastarale;j
technickej infrastruktury a legislativne obmedzenia. Nakolko vyuzivat Al pre sluzby
verejné si vyzaduje ovela preciznejSiu kontrolu ako v inych oblastiach. Obrazok 1 zobrazuje

’_

vyhody implementacie systémov Al pre verejnu spravu.

ii . 4 4

AdresnejSia . . Doba
pomoc Efektivita procesov vybavenia

voci

ZniZenie ) " Detekcia
_mikladoy | HOOHOT plytvania

Obrazok 1: Vyhody implementacie Al vo verejnej sprave

Zdroj: Vlastné spracovanie
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Ako uvadzaju Kuziemski a Misuraca (2020), verejny sektor zohrava kI'aCovu ulohu pri
rozvoji a adopcii umelej inteligencie. Domaci aj medzinarodny politicky diskurz vSak vladu
najcastejSie ramcuje ako regulatora alebo nanajvys facilitatora, ktory nastavuje normativne
a organizatné podmienky etického vyuzivania Al stkromnymi aktérmi a obfanmi. Rola
Statu ako priameho a aj prvotného uzivatela tychto systémov zostdva vo viacerych $tatoch
podhodnotend a nedostatocne vyuzivana. Dnes sa verejnd debata presuva k vladnutiu
mprostrednictvom* Al skor nez k vladnutiu ,,s* Al. Pricom prave druhy uvedeny pristup ma
najvacsi potencial zvySovat' kvalitu a efektivnost’ poskytovanych verejnych sluzieb.
Hamirul (2023), vidi najvacsiu prilezitost’ pri zavadzani Al do verejnej spravy v systémove;j
integracii, v podobe prepojenia front-office automatizacie s back-office spracovanim.
Takéto prepojenie by fungovalo na zaklade inteligentného rozhrania pre ob¢ana, chatbotmy
¢i personalizovanymi sluzbami, ktoré by néasledne zabezpecili porozumenie dokumentom
a alokaciu kapacit. Zavedenie Al by tieZ pomadhalo s prediktivnou analyzou potrebnou pre
planovanie, pridelovanie zdrojov a hodnotenie dopadov politik. Al implementované tymto
spdsobom umoziuje skratit’ dobu konania, znizuje transakéné néklady a posilituje riadenie
rizik. Taktiez zabezpecuje zvySenie transparentnosti.

Ak sa pozrieme na projekty, ktoré jednotlivé krajiny v EU uZ aplikovali vo verejnej
sprave ndjdeme Siroku Skalu rozneho vyuzitia tychto systémov. Pricom implementécia do
Struktur verejnej spravy by mala byt ako na Statnej Grovni, tak na Grovni samosprav. Nizsie
st uvedené priklady z réznych krajin, ktoré vyuzivaju Al vo verejnej sprave. Pravdaze,
prikladov dobrej praxe existuje vo svete omnoho viac, uvedené priklady maja len zdoraznit’
Siroké moznosti vyuzitia v takmer kazdej oblasti spravy veci verejnych.

Finsko — Aurora Al: Tato ndrodnd iniciativa Al je zamerana na zivotné udalosti a moZnosti
poskytovania sluzieb obcanom. Jednd sa o otvorent decentralizovanu integra¢nu vrstvu,
ktorej zamerom je skladanie balikov sluzieb naprie¢ verejnym sektorom. Cieli ako na
obCanov, tak na podniky atreti sektor. Hlavnou ulohou je parovanie pouzivatela so
spravnymi sluzbami v spravnom c¢ase, pricom vyuziva automatizaciu front a back officu.
Ciel'om je skratit’ lehoty a znizit' naklady, pricom sa zvysi dostupnost’ sluzieb (Finnish
goverment 2020).

Portugalsko — ePortugal virtualny asistent s avatarom: Portdl nasadil virtudlneho
asistenta vyuzivajiceho Al na podporu obcanov pri digitalnej interakcii a komunikécii
s verejnymi sluzbami, ktory je dostupny 24/7. Cielom je zvySenie dostupnosti
a pouzivatel'ského komfortu v kontaktnych kanaloch statu. Projekt spéja cloud, generativnu
Al a lokélne jazykové modely, aby zabezpecil personalizovanu asistenciu (AMA 2023).

Pol’'sko — Vyber a kontrola mytneho: Pol'sko nasadilo v oblasti cestnej dopravy na
spoplatnenych usekoch néstroj online platieb a kontroly zaplatenia mytneho, ¢im odstranilo
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nutnost’ existencie mytnych bran na spoplatnenych tsekoch. Tento moderny systém
nazyvany e-TOLL funguje na satelitnej technoldgii a pouzitia neuronovych sieti a dokaze
sledovat’ evidencné ¢isla automobilov a inych dopravnych prostriedkov, priCom kontroluje
uhradu mytneho. Systém automaticky porovndva zaznamenané prejazdy s platbami
v databaze, ktoré zasiela do IT systému Ministerstva financii. Ak vozidlo nemé uhradeny
poplatok, systém o tom upovedomi opravnené osoby a automaticky identifikuje neplaticov
(Vitronic 2025).

Estonsko — Digitalne dvojéa mesta Tallin: Jedna sa o unikatny projekt, ktory je spojenim
priestorovych udajov, senzorov zachytavajicich tdaje v redlnom ¢ase a 3D modelov. Tie st
spojené a vytvaraju virtudlnu repliku mesta, t4 umoziuje zber dat, operativne riadenie
a analyzu mestského rozvoja. To poméha zvySovat’ kvalitu verejnych sluzieb a ich lepSie
cielenie do vybranych oblasti, ktoré mézu pomoct’ obyvatel'om aj podnikom. Taktiez je toto
dvoj¢a vhodné na izemné planovanie v meste. Zaroven sluzi ako zaklad pre inteligentna,
datami riadent mestsku spravu, pomocou ktorej mozno hodnotit dopady a zasahy
rozhodnuti (Tallin 2025).

UMELA INTELIGENCIA VO VEREJNEJ SPRAVE SLOVENSKEJ REPUBLIKY

Slovenska republika pri otdzke umelej inteligencie a zavadzania jej systémov do
Struktar verejnej spravy sa zatial' skor zobudza. Ako uvadza Andrasko akol. (2019),
vydobytok techniky v podobe strojového u¢enia a inych metdd je dnes nastrojom, ktory ndm
pomaha pri viacerych ulohach, ktoré povazujeme za bezné. Avsak aj napriek kazdodennému
vyuzivaniu v naSich zZivotoch a pozivania vyhod tychto systémov pontikanych v 21. storoci
je interakcia s verejnou mocou stile na Grovni storo¢ia dvadsiateho. Co len podtrhuje
nutnost’ zavadzania systémov umelej inteligencie a jej preniknutie do sféry verejnej spravy
aj v Slovenskej republike.

Dolezitost” Al a jej vyuZitia nie len vo verejnej sprave, ale aj inych sektoroch, sa
premietla do vytvorenia Stratégie digitdlnej transformécie Slovenska 2030. Stratégia
definuje cestu k modernej informac¢nej spolocnosti a jej hlavnym cielom je modernizacia
hospodarstva, systému vzdelavania averejnej spravy, ktoré sa maju vykonavat
prostrednictvom inovativnych technologii ako je prave Al. Zarovei je v texte zdorazneny
rozvoj digitdlnych zrucnosti obyvatel'stva, ale aj posilnenie kybernetickej bezpecnosti
a podpora rozvoja inteligentnych regionov. Hlavnym cielom implementicie ma byt
zvysSenie konkurencieschopnosti Slovenska a zabezpecenie udrzateI'ného ekonomického
rastu, pri¢om cely ramec politik je prepojeny s prioritami EU a budovanim jednotného
digitalneho trhu (Urad podpredsedu vlady Slovenskej republiky pre investicie
a informatizaciu 2019).
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Oblast’ verejnej spravy je v stratégii vnimand ako jeden zklucovych pilierov
transformacie krajiny. Cielom je vybudovat’ moderna a funk¢énu verejnt spravu, ktora od
narodnej az lokdlnu troven bude schopna efektivne spravovat’ tizemie. Pre naplnenie takejto
vizie verejnej spravy vSak musime vyuzit strategické smerovanie ato vo viacerych
oblastiach. Verejna sprava by mala poskytovat’ sluzby 21. storocia, ¢o mozno dosiahnut’
vyuzitim prediktivnych analyz a personalizacii. Zarovenn je nutné prejst zmenou
organizacnej Struktiry a podporovat’ vznik inovacnych laboratérii, ktoré budi s novymi
politikami a technolégiami ako pracovat’, tak ich zaroven testovat’. Pre zlepSenie vykonu
verejnej spravy, a najmé poskytovania sluzieb a spominanej personalizacii je nutné prejst’
na koncept ,,Data-driven state*, o znamena naucit’ sa robit’ rozhodnutia a prijimat’ politiky
na zaklade najlepSich dostupnych dat a vedomosti. Nutnostou, ktora je dnes jednym
znajvacsich problémov verejnej sprdvy undas je automatizicia a zdielanie, kedy si
jednotlivé trady medzi sebou nezdielaji urCité dokumenty a skuto€nosti, ¢o znacne
spomal’uje vybrané tikony a procesy. Zaroven je nutné uplatnit’ princip ,jedenkrat a dost’™,
ktory na eurdpskej Grovni znamené oznamenie tej istej skutocnosti len jednému tradu, bez
nutnosti oznamovat’ to d’al§im opakovane. UZ samotn stratégia spomina viaceré problémy,
ktoré sa unas aktudlne vyskytuju. Su nimi najmé nizka kvalita sluzieb eGovermentu,
zastarala a zanedbana infrastruktira ¢i nedostatok kvalifikovanej pracovnej sily v tomto
obore (Urad podpredsedu vlady Slovenskej republiky pre investicie a informatizaciu 2019).

Popri uvedenej stratégii vznikol aj akény plan na roky 2019 az 2022. Tento akény
plan Specifikuje realizované opatrenia, ktoré maju viest’ k zlepSeniu verejnej spravy na
zaklade vyuzitia inteligentnych systémov. Samotny dokument vo viacerych castiach
konstatuje, Ze sme oproti EU pozadu a nemame vybudované kapacity na niektoré opatrenia,
ktoré je nutné realizovat. Niektoré aktivity uz vSak prebiehajii a st v realizacii (Urad
podpredsedu vlady Slovenskej republiky pre investicie a informatizaciu 2019a). Jednym
z tychto opatreni je zriadenie analytickych Utvarov, ktoré by mali pracovat’ na zaklade
udajov za pomoci vyuzitia inteligentnych systémov, ulohou tychto utvarov je poskytovat
analyticky servis, ktory by zodpovedal potrebam kazdého ministerstva a jeho sprave (MV
SR 2026). Zaroven je v SR dlhodobejSie zriadena centrdlna datova kancelaria, ktora je
odbornym utvarom pri MIRRI SR, ktora riadi datovl politiku Statu a vytvara jednotné
pravidla pre zdielanie a spravu udajov naprieC verejnou spravou. Jej poslanim je zavadzat’
princip ,,jedenkrat a dost™, zvySovat’ kvalitu dat, spravovat’ referencné udaje a centralne
katalogy (MIRRI 2026). Za ucelom zlepSenia pouzivatel'skej skusenosti vznikol aj BRISK
(Behavioralny vyskum a inovécie Slovensko), ktory je iniciativou pri MIRRI SR. Hlavnym
zameranim je zvySovanie kvality Statnych digitalnych sluzieb a navrhovanie sluzieb, aby
boli ako pre ob¢anov tak pre podnikatel'ov jednoduché a pristupné (BRISK 2026).

Prvym priekopnikom v zavadzani inteligentnych systémov do svojich Struktar bola
Finan¢nd sprava, ktord v roku 2018 spustila svojho chatbota s ndzvom Taxana. Tento
chatbot funguje 24/7 aje zamerany na nepretrziti obsluhu uzivatelov prostrednictvom
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portalu a socialnej siete Facebook. Zamerom zavedenia tohto systému bolo znizit’ zat'aZenie
call centra a skratit’ ¢as ziskavania informéacii. V tivodnej faze pri zavedeni mal systém riesit
jednoduchsie agendy. Zatial' co v roku 2018 bol chatbot uréeny na zbieranie dopytov,
ktorymi by trénoval strojové ucenie, dnes mozno hovorit’ o systéme plne vyuzivajucom
prvky Al, nakolko pocas rokov prevadzky nazbieral dostatok dat, ktoré tvoria dostatocne
Siroku databazu (Finan¢na sprava 2020). Neustale ucenie sa chatbota a viac ako milion
dopytov umoznili rozsirenie ponukanych sluzieb. Vynovenie Taxany tkvelo najmi
v potrebe priblizenia sa potrebam obcanov. Dnes je program rozsireny o zjednodusSeny
pristup k vybranym formuldrom a tla¢ivam ako zaslanie dokumentu na vyziadanie na
mailovu adresu. Finan¢na sprava program doplnila aj o novy konverza¢ny obsah a moznost’
pripomenutia dolezitych datumov vo forme softwarningovych upozorneni, zarovenn bol
doplneny aj obsah tykajuci sa colnej problematiky (Finan¢na sprava 2020a). Neustaly vyvoj
tejto sluzby vsak pokracuje aj d’alej, v roku 2021 bola pridana novéa funkcia. Taxana aktualne
automaticky upozornuje kazdého klienta, ktory s iou v minulosti komunikoval na dolezité
terminy. To bude prebiehat pomocou upozorneni na tieto terminy a ma zvysit' non-stop
dostupnost’ sluzieb pre klientov (Finan¢né sprava 2021).

Dnes je jednym z najinovativnejSich lidrov v zavddzani Al do verejnej spravy
Narodny kontrolny urad, ktorého oznacujt ako lidra zavadzajiceho Al do svojich procesov,
¢o pomaha vyrazné zvysit’ efektivitu, transparentnost’ a presnost’ vykonavanych ¢innosti.
NKU ma aktudlne nasadeny chatbot, ktory je viak pristupny len pre zamestnancov, taktieZ
vyuziva moznost’ automatickej sumarizacie dokumentov a generovani zapisov zo stretnuti.
Tieto nastroje vyuziva aj pri generovani zavereCnej spravy, kedy systém automaticky
prenesie data z kontrol do dokumentu. Nastroje ponukané tymito systémami odbtravaju
administrativnu zataz a zvySuji presnost vystupov s prihliadnutim na skratenie Casu
spracovania informacii. Zavadzanie Al je na NKU sucastou dlhodobého strategického
pristupu. Al bola integrovana do hlavného systému tradu a je prevadzkovana na vladnom
cloude MV SR, vyuziva pritom aj cloudove sluzby ponukané openAl zabezpecované od
MIRRI SR (Asseco 2025). Ako uvadzaju Andrassy a Bajtos (2025) vo svojej prezentacili,
Al na NKU méze byt aplikovana do mnohych systémov naprie¢ institticiou. Al ma prispiet’
k efektivite a transparentnosti, priCom ma zabezpecovat' rolu praktické¢ho asistenta pri
planovani, no ma zohravat’ aj integralnu sucast’ kontrolnej ¢innosti. Al ma prepojit’ cloudovy
informacny systém, systém spravy dokumentov a systém riadenia vedomosti. Prave
cloudovému informa¢nému systému ma zamestnanec zadat' informacie, ktoré pomocou
inteligentného systému budt prepojené s ostatnymi systémami a databazami. Ako uz bolo
spomenut¢, hlavnymi oblastami kde Al funguje je kontrola ¢innost,, planovacia ¢innost’,
manazment institiicie a spracovanie vysledkov.

KIacovym pre zavadzanie inovativnych systémov s Al do oblasti verejnej spravy je
aj vybudovanie vhodnej infraStruktary. Pre tento ucel sluzia v Slovenskej republike Centra
digitalnych inovacii (DIH) aich Eurdpska nadstavba v podobe EDIH. Centra maju byt
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inova¢nymi uzlami a ich ulohou je podpora inova¢ného ekosystému a posilnenie digitalnej
transformacie. Ich budovanie by malo byt’ sietové a regionélne, pricom EDIH ma za tlohu
metodicky koordinovat’” Specifick¢ sluzby. EDIH by mali prepajat komunitu
technologickych expertov, ktori spolupracuju s organizacidm a pomahaju im v digitalne;j
transformacii. Zohravaju klIai€ovua tlohu pri podpore malych a strednych podnikov ako aj
organizacii verejn¢ho sektora pri zavadzani umelej inteligencie (European commision
2026). Eurdpske digitalne inovacné huby su prepojenim stikromného sektora, asociacii aj
univerzit, v Slovenskej republike sa aktudlne podl'a oficidlnej stranky nachadza 5 takychto
centier. Pricom 4 sa nachadzaju v Bratislave a jedno v KoSiciach. Iba jediné z tychto centier
drzi pecat’ excelentnosti a to Slovenské centrum digitdlnych inovacii (EDIH Slovensko
2026).

5. Zaver

Europska unia, Slovensko, ale aj cely svet vstupuje do novej éry Al, ktora bude
dolezitym faktorom pre rozvoj ekonomiky, riadenia, ur€ovania politik a zlepSovania kvalita
zivota. Umeld inteligencia sa dnes aplikuje v takmer kazdom odvetvi kde je to mozné,
a zasahuje kazdu oblast’ 'udského Zivota. Rychlost’ a inovécie v tomto sektore zasiahli aj
verejnu spravu, ktord by mohla s vyuzitim tychto systémov a strojového ucenia dosahovat
zlepsenie verejnych sluzieb, ale aj zabezpecit’ efektivitu vnutornych procesov a vytvaranie
spolu s naslednou kontrolou a vyhodnocovanim verejnych politik. Ako uz bolo spomenuté,
uloha verejnej spravy nemé byt pri implementacii Al len v podobe facilititora a organu
zavadzajuceho pravidla, ale priamym uzivatelom vyhod, ktoré zpouzivania tejto
technologie plynu. Preto je dolezité, aby na vSetkych trovniach verejnej spravy doslo
k postupnému systému zavadzania tychto vydobytkov doby, ktoré predstavuji moznost
vylepSenia ponukanych sluzieb.

Dnes méame ako na nadnarodnej Urovni, tak aj na narodnej urovni prijatych viacero
stratégii a planov, ktoré sa zaoberaji nasadzovanim Al do verejného aj sikromného sektora.
Ako ztychto stratégii vyplyva, Al je kliCovy faktorom pre dosiahnutie lepSej
konkurencieschopnosti. V Slovenskej republike je k tejto problematike schvalena Stratégia
digitalnej transformécie Slovenska 2030, ktora urcuje kIi¢ové body a opatrenia, pomocou
ktorych sa mame stat’ ispesnou digitalnou krajinou. Dana stratégia sa snaZi plnit’ ciele EU.
Avsak vramci SR evidujeme niekol’ko problémovych oblasti vo verejnej sprave, ktoré
spomal’uji a brzdia zavadzanie systémov. St nimi najmé nedostato¢na infraStruktara na
uradoch, zastarala technika ¢i malo kvalifikovaného personalneho obsadenia. Dnes vSak na
Slovensku evidujeme uz viacero prikladov uplatnenia Al vo verejnej sprave. Asi najviac
vyuzivanymi st chatboty, ktoré boli zavedené ako v $tatnej sprave, tak samosprave. V tejto
oblasti dominuje finan¢na sprava, ktora prvého chatbota spustila uz v roku 2018 a jeho
nazov je priznac¢ne Taxana. Priekopnikom vo vyuzivani Al v §tatnej sprave je NKU, ktoré
vyuziva inteligentné systémy pre takmer kazdd ulohu, pricom tieto systémy neustile
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rozSiruje. V Slovenskej republike vznikla uz aj siet’ Europskych centier digitalnych inovacii,
ktoré maja byt predpokladom pre zavadzanie a vyvoj Al do regionalnych inovacnych
ekosystémov.

Z vyssie uvedeného mozno pozorovat’, ze aplikovanie Al vo verejnom sektore uz
prebicha. AvSak jej zavddzanie mozno hodnotit’ ako pomalé, ato najmi z dovodu, ze
stratégia je v roku 2026 uz 7 rokov stara, ¢im by sa dal ovela vac¢si pokrok v tejto oblasti.
Dnes stale ¢akdme aj na schvalenie zdkona o organizacii Statnej spravy v oblasti umele;j
inteligencie, ktory je od augusta 2025 v legislativnom procese. Na Slovensku vSak stale
bojujeme s nizkym percentom vyuzivania Al nie len vo verejnom, ale aj sukromnom
sektore, kde Al vyuZiva priblizne len 10% podnikov. KI'icovym bude preto do budicnosti
nie len zrychlit’ niektoré procesy, ktoré by pomohli implementacii umelej inteligencie do
verejnej spravy, ale aj vynalozit’ zna¢né investicie do vybudovania infrastruktury, ktora by
zodpovedala modernym poziadavkam. Ci sa v$ak tak stane aj na ziklade prebiehajicej
konsolidacie je otazne. Slovensko vSak musi pri tejto otdzke vyznamne zrychlit, aby
neostalo pod priemerom EU.
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